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Privacy and data protection as fundamental rights: A narrative  
 

About this document 

This document is a product of the Global Privacy Assembly (“GPA”) Policy Strategy 
Workgroup Three (“PSWG3”).  
 
The PSWG3’s mandate is to develop a narrative highlighting the relationship 
between privacy and data protection and other rights and freedoms, building on the 
International Resolution on Privacy as a Fundamental Human Right and 
Precondition for exercising other Fundamental Rights, adopted at the 2019 GPA 
Conference.1 
 
To achieve this goal, the PSWG3 developed a plan based on four phases:  
 

1. Research and information gathering (fact-finding),  
2. Developing a draft narrative,  
3. Receiving external feedback on the narrative draft, and  
4. Finalization of narrative for consideration and adoption in 2021. 

 
We would like to thank our data protection colleagues from every region around the 
globe who have provided vital facts, clarifying research and thoughtful reflection 
upon the results presented below. This effort would not have been possible without 
their participation, contributions, commentary and active involvement. These 
included:  
 

• The National Directorate for Personal Data Protection, Argentina 

• National Data Protection Authority, Belgium 

• Office of the Privacy Commissioner of Canada 

• Catalan Data Protection Authority, Catalonia 

• Council of Europe 

• Chilean Transparency Council  

• Dubai International Financial Centre 

• European Data Protection Supervisor  

• European Union Fundamental Rights Agency 

• State Inspector's Service of Georgia  

• Federal Commissioner for Data Protection and Freedom of Information, 
Germany 

• National Institute for Transparency, Access to Information and Personal Data 
Protection, Mexico  

• National Center for Privacy and Data Protection, Moldova  

• Office of the Information and Privacy Commissioner, Newfoundland 

• Personal Data Protection Office, Poland 

• Data Protection Authority, Republic of San Marino 

• Personal Data Commission, Senegal 

• Information Regulator, South Africa 

• Federal Data Protection and Information Commissioner, Switzerland 

• Instance nationale de protection des données personnelles, Tunisia  

• Information Commissioner’s Office, United Kingdom 
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• Federal Trade Commission, USA 

• Office of the Victorian Information Office, Victoria  
 
We would also like to acknowledge the vital contribution of external peer-reviewers 
and other regulators who commented upon the document, including: 
 

• Canadian Human Right Commission 

• Chilean Transparency Council 

• Council of Europe 

• European Data Protection Supervisor  

• European Union Agency for Fundamental Rights  

• State Inspector’s Office of Georgia 

• Office of the Information and Privacy Commissioner, Newfoundland  

• Data Protection Authority, Republic of San Marino  

• Office of the Victorian Information Office, Victoria  

• Members of the Global Privacy Assembly Reference Panel. 
 
Finally, we would like to thank and acknowledge the invaluable research, analysis 
and writing effort of Professors Orla Lynskey and Judith Rauffoer, whose thinking 
and synthesis formed the backbone of this report.   
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1. Executive Summary 

A. Purpose of the narrative  

 
Over the past decade several major international data protection instruments have 
been modernised, including the Organization for Economic Co-operation and 
Development’s (OECD) Privacy Guidelines, the Council of Europe’s Convention 108 
and the European Union’s (EU) data protection framework, while data protection 
laws have been proliferating at the national level.2  
 
This narrative takes stock of these developments and reinforces a case for adopting 
a fundamental rights approach to data protection and privacy globally. It addresses 
the query “what do we protect when we protect privacy and ensure data protection?” 
and articulates the connection between these rights and other rights and interests, 
such as human dignity, liberty, and freedom of expression. Finally, it identifies 
potential impediments to the development of these rights and suggests how they 
may be overcome, paving the way for the reinforcement of these rights in national 
and international legal forms. 

B. Links to the GPA Working Group initiative 

 
The core idea at the forefront of our work is that privacy and data protection are 
universal human rights – and are themselves fundamental to our democracy as well 
as to the exercise of other rights we value collectively in our societies. In many 
contexts it is our rights to privacy and data protection that allow for meaningful 
exertion of other fundamental rights, such as; freedom of political belief, of 
movement and association, exercise of democratic rights, peaceful dissent, or 
freedom of conscience and expression.3  
 
For example, in the past five years the vulnerabilities of election procedures to 
intrusion and manipulation has become increasingly evident, demonstrating how the 
problems of foreign interference, online safeguards, and the rights to privacy and 
data protection are deeply intertwined. Government, legislators, regulators, 
businesses and civil society all need to engage with each other to address these 
complex challenges.4  
 
Irrespective of motivation, complex privacy risks can no longer be minimized or 
ignored. Some argue that institutions should do more in the name of fundamental 
legal obligations, others to ensure protection of individual rights.5 Other 
commentators highlight organizational obligations to improve accountability and 
governance, or to innovate with data more transparently.6 Each of these views have 
their critics and advocates. However, while the ends and motivations of varied 
stakeholders remain fluid, this report demonstrates concrete action to safeguard 
privacy and data protection is now a non-negotiable obligation in many jurisdictions. 
 
The goal of our international effort is to take stock of these lessons and experiences 
from around the world, so we can better understand how the meaningful protection 
of privacy is integral to other fundamental rights that we need to respect and foster in 
open and free societies.7   
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C. Why this matters  

 
Over the past decade, technological advances, emerging digital economies, 
globalized data networks, data-driven governance, novel business models and far-
reaching digital government initiatives have made the protection of civil liberties a 
complex and global challenge.  
 
At the centre of these shifts is mass data collection and sharing, automated-decision 
making, and profiling, by both public organizations and private commercial entities. 
These digital and data-driven technologies and processes are not only raising 
concerns for privacy as a human right, but also have implications for human dignity, 
equality, non-discrimination, and the right to reputation, amongst others.8 It is not an 
exaggeration to say that the advent of new digital platforms, practices and 
technologies have had and will continue to have profound, historic effects on 
individuals and society.9 These will be akin to those witnessed in the industrial 
revolution, or in the early modern period with the proliferation of the printing press, 
which led to the Reformation, the Renaissance, the rise of the nation-state and new 
political ideas, along with the wars and conflicts associated with this history.  
 
Digital tools have equally transformative potential.10 While we are at the onset of this 
transformation as a society, we are already seeing the first generation of children 
born into a world where their digital life is a daily reality. The question remains how 
will digitization affect the individual and society and how can we ensure that our laws 
protect our values and rights as digital transformation accelerates?11  
 
 
  



      

      6 

2. Introduction: Why this matters now 

 
Given the multiplicity of data protection laws worldwide, and the existing commitment 
to privacy and data protection as fundamental rights in many countries, one might 
legitimately query: why does this matter now? This narrative sets out the case for the 
recognition of a right to privacy and a right to the protection of personal data in states 
that do not yet recognise such rights and, for those where this recognition already 
exists, it calls for a renewed and explicitly stated commitment to these rights and 
their underlying principles. Such recognition and reaffirmation is urgently required to 
address important technological and societal changes.  
 
Our daily interactions are increasingly digitized. Technology continues to be applied 
in ways that advance and promote our fundamental rights in some instances but 
challenge them in others.12 A good example of the latter is affective computing, or 
emotion detection technology. ‘Emotional AI’ uses machine learning methods to, 
arguably, infer the mental states of its subjects and is being used for a broad array of 
purposes ranging from road safety surveillance of drivers to the delivery of targeted 
advertising.13 A company such as EyeQ, for instance, offers an emotion recognition 
technology that claims to provide retailers with real-time data on customer emotion 
and demographics (such as gender and age) ‘which can be used to improve service 
and raise the retention rate’.14   
 
Such technologies can exacerbate the asymmetries of power and information 
between those who gather and use such data and those whose emotions are 
gauged in this way. In particular, there is clear potential for this technology to be 
used to exploit our emotional fragilities and cognitive weaknesses. While evidence of 
such exploitation can be difficult to gather, there are indications that it is already 
occurring. An Australian media outlet reported in 2017 that Facebook pitched to 
advertisers its capability to identify when teenagers felt in ‘need of a confidence 
boost’, ‘insecure’ or ‘worthless’.15  
 
In considering how to regulate such technology, the starting premise of market-
based legislation, such as consumer protection laws, that are limited to agreements 
between a “consumer” and a “business” and assume individuals act as rational 
agents in their decision-making will necessarily be deficient.16 This is where data 
protection and the right to privacy have a role to play.17 Technology itself has 
therefore changed in the way it seeks to capture and represent our actions and to 
influence our behaviour. However, we are also seeing increasing pressure to 
“capitalise” on these technological advances, irrespective of the broader societal 
consequences of doing so.  
 
In the private sector, the “move fast and break things” ethos epitomised by Silicon 
Valley start-ups has cultivated the perception that any form of regulation, in particular 
fundamental rights regulation, acts as an impediment to innovation and thwarts 
efficiency.18 By making such a straw man of data protection and privacy regulation, it 
becomes easier to propagate the myth that by violating fundamental rights such as 
the rights to privacy or data protection and accepting a new reality in which the 
untapped potential of personal data is unleashed, we will all be beneficiaries. Yet, as 
this narrative argues, it is only by embracing core data protection and privacy 
principles that technologies will constitute real societal progress, be trusted by 
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individuals and consumers and our existing social, democratic and ethical values will 
continue to be respected.  
 
Granted, there are schools of thought that disagree with this formulation. For 
reasons of accelerating innovation or limiting legal liability, for example, many 
commentators stress corporate social responsibility and governance models (over 
fundamental human rights obligations) in addressing privacy concerns.19 The 
technology industry has voiced similar arguments for decades, in tandem with 
discouragement of restrictive regulation. At another pole of the debate, there are 
respected researchers who focus on power, privilege and surveillance as social 
control, not individualized privacy rights. Both groups advance legitimate 
arguments.20 However, while profit and power clearly are legitimate factors, 
regulators view many of the terms (e.g. demonstrable accountability) and concepts 
(e.g. independent oversight) from these voices as complementary, not contradictory.    

 

Counterpoint: privacy, technology and rights protections 
 

Not all examples of digitization and advancing technologies have eroded privacy, and it 
is important to note that some recent advances in privacy-enhancing technologies have 
been important contributors to the protection of human rights. Technologies such as 
multi-factor identity verification (as a protection against device searches), anonymization 
tools (as a counter-measure to internet content blocking), and end-to-end encryption (as 
a stopgap against government surveillance) all present us with concrete examples where 
digital technologies now offer very real and tangible protections against privacy risks. 
One such example of end-to-end encryption technologies are Virtual Private Networks. 
Virtual Private Networks, or ‘VPNs’, is a term used to define technologies that allow users 
to safely and privately access the internet. VPNs can encrypt a user’s communications 
device and reroutes their network data (typically an IP address) though a secure channel 
to the VPN service provider’s foreign servers, thereby masking the user’s IP address. In 
this way, VPNs can allow users to circumvent internet censorships and social media 
disruptions caused by domestic governments. This privacy preserving technology not 
only enables users to access blocked websites, it also allows them to safely coordinate 
social movements and political protests. For example, in 2019 when the Egyptian 
government blocked access to social media sites like Facebook and BBC News in an 
attempt to discourage political protests, Egyptian individuals were able to get around the 
social media disruptions by using VPNs and could continue to coordinate protests. VPNs 
are also commonly used in other parts of the world, particularly in countries where 
governments have placed internet restrictions. The use and popularity of VPNs 
highlights the relationship between privacy, data protection and human rights, as VPNs 
encourage and enable people to exercise their right to protest. 
 
Sources: Surveillance and human rights: Report of the Special Rapporteur on the 

promotion and protection of the right to freedom of opinion and expression (May 2019); 

L. Gill, T. Israel, C. Parsons, Shining a Light on the Encryption Debate (2018); 

“Ensuring Human Rights for Digital Citizens” (29-37) from Global Commission on 

Internet Governance report (June 2016); Katherine Barnett, “The impact of social 

media on modern protest movements and democracy,” The Sociable, September 20, 

2019. https://sociable.co/social-media/impact-social-media-modern-protest-

movements-democracy/  
 

https://undocs.org/A/HRC/41/35
https://citizenlab.ca/wp-content/uploads/2018/05/Shining-A-Light-Encryption-CitLab-CIPPIC.pdf
https://www.cigionline.org/publications/one-internet
https://www.cigionline.org/publications/one-internet
https://sociable.co/social-media/impact-social-media-modern-protest-movements-democracy/
https://sociable.co/social-media/impact-social-media-modern-protest-movements-democracy/


      

      8 

Trust and transparency remains a recurring theme across all these sub-literatures, 
just as the question of how we prioritize and regulate questions of technology. 
Governments and public sector agencies have shown a clear and persistent desire 
to address societal problems with data-driven technological solutions.21 The 
advantage of resorting to technology to engineer solutions to societal challenges is 
its perceived efficiency (in terms of cost and performance) as well as the capacity for 
automated solutions to be audited and to be consistent.22 We might add to this the 
reluctance of states to lag behind in their data processing capacity, as this would 
hinder their competitive edge in the geopolitical competition for AI in the future.23  
 
Such technological fixes have been the first port of call for many public sector bodies 
during the Covid-19 pandemic. A prime example was the deployment of an algorithm 
to calculate final school examination (A-level) results for students in the UK. Such 
was the outcry against its deployment that the British Prime Minister labelled it a 
“mutant algorithm” and it was abandoned.24 While the algorithm was introduced to 
offset the optimistic predictions of teachers regarding the examination performance 
of their students, in practice the model penalised schools that helped students 
improve significantly between state examinations by benchmarking them against 
average school performance and its accuracy was contested.25  
 
However, as the President of the Open Data Institute noted, this story simply 
highlighted the problems around automated decision-making when deployed by the 
public sector yet in other sensitive contexts where it is used - it is equally impactful 
as private sector-based algorithms yet does not attract the same critical attention.26 
The lack of transparency (prior and during the deployment process) is amplified by 
the blurring between public and private use. In many cases, the public sector will rely 
on tools developed, sold, offered for trial by firms with no scrutiny in the procurement 
process. This leads to tools being launched before having a public discussion on 
goals and impacts. 
 
This example shone a spotlight on the underlying inequalities in the educational 
system by, for instance, systematically favouring students in smaller cohorts over 
those in larger cohorts with the former being more typical in fee-paying schools. This 
confirms an obvious danger of such technological solutionism beyond data 
protection and privacy; that societies look to technology as the default for addressing 
almost every problem – from inequality to climate change and shift focus away from 
the root causes of such crises.27 While such root causes cannot be overlooked, nor 
should the capacity of respect for data protection and privacy to enhance trust in 
such systems be downplayed. If anything, by embedding existing inequalities in 
technological solutions, we run the risk of perpetuating these challenges rather than 
tackling their causes.  
 
During the pandemic, digital service delivery accelerated across both the public and 
private sectors, with rights-based concerns often pushed aside in the wake of a 
worldwide crisis.28 If left unchecked, the growth of this form of surveillance capitalism 
will have deep and long-lasting effects on many sectors. In fact, it could reduce or 
even reverse previous reasonable expectations of privacy in areas such as work, 
education and medicine.29 In light of these technological and societal developments, 
it is now more important than ever for states to affirm, or reaffirm and explicitly state 
in written statutes, their commitment to data protection and privacy.  
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Affirming rights, explicitly, in constitutional documents or legal statutes, makes it 
clear to all citizens and organizations that a right is protected and recognized in such 
jurisdictions. While states have jurisprudence that affirms or clarifies rights, this 
remains a domain of lawyers and academics, and hence a more opaque affirmation 
of a right. In most societies, the general public are often unaware of legal decisions, 
and therefore poorly positioned to raise concerns about a breach of their rights. 
While judicial affirmation is legally sound, it does not always improve access to 
justice in practice or protections of privacy rights.  
 
In brief, this protection cannot be left to non-accountable public bodies or market 
forces alone. It is needed as an essential check on the increasing power that data 
and technological infrastructures enable public and private actors to exercise over us 
as individuals, as groups and as society as a whole. Ultimately, our goal is to ensure 
that individuals and society can continue to benefit from digital services – to 
socialise, to learn, to shop, to interact with critical services – in a way that respects 
data protection and privacy, and other dependent fundamental rights. People, after 
all, have a right to live free from unwarranted state and corporate surveillance. 
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3. Origins of the right to privacy and data protection 

 
To expand international support for the development of a rights-based international 
legal instrument on privacy and data protection, it is useful to first explore the scope 
and history of both the general privacy right and the right to informational 
privacy/data protection. 

A. The origin of the right to privacy  

 
In Western developed nations and the global north, the right to privacy has had a 
particular trajectory as a universal human right. In its original cultural understanding, 
individuals often link the idea of privacy to a physical dimension or a sense of place, 
such as the home, with the level of protection depending on how accessible that 
place is or should be to others. In a less tangible context, privacy is also often 
viewed as a form of secrecy (meaning privacy ceases to exist when the secret is 
shared) or confidentiality (whereby an intrusion is defined by a violation of mutual 
trust). This was demonstrated some two thousand years ago when Cicero penned 
his Treatise of State Offices as advice to his son, who was considering a career in 
the Roman State service.30 Cicero asked the younger family member to consider 
what we citizens expect of government. For what is government, ultimately, 
established to achieve. What do we expect of it?  
 
Cicero rose from the role of public prosecutor all the way to the consul of Rome 
asking such questions of his government. Why did Roman law insist on making such 
a sharp distinction between private things and personal space, versus things of the 
state and public property? He concluded that any proper government must protect 
the sanctity of both public and private spheres. That reasoning stands the test of 
time – why else do we have government and law if not to be clear on the line 
between the personal lives of citizens and the goals of the state?   
 
Therefore, ancient Roman law extends the notion that government power to trespass 
on private property, search private space, and seize private papers or property – 
must be severely limited by law if privacy is to be meaningfully protected.31 Such 
limitations and restrictions upon state intrusion and coercion into the private sphere 
places privacy squarely within the intellectual apparatus supporting both due process 
and the rule of law.  
 
The other commonality between the right to privacy (in particular in communications) 
and rule of law (particularly its due process requirements) is that both are specific 
grassroots reactions to the problem of intrusive state power.32 If we pick out an even 
more specific strand of the legal privacy debate, such as the privacy of personal 
papers and communications, we find still other early echoes. Most notably, in 1215 
when King John signed the Magna Carta, it entrenched the personal right against 
unlawful government seizure or access to one’s personal belongings. Specifically, 
the Magna Carta and its 39th clause, reads:  
 

'No free man shall be seized or imprisoned - or stripped of his rights or 
possessions - or outlawed or exiled - or deprived of his standing in any other 



      

      11 

way - nor will we proceed with force against him - or send others to do so -
except by the lawful judgment of his equals or by the law of the land.  
 

The Magna Carta was a rule of law response to intrusive Crown warrants, so too 
was the Fourth Amendment of the US Constitution.33 At its root, rule of law sets out a 
series of conditions before government can execute intrusive or coercive action. In 
other words, the government may only arrest, search or seize an individual or her 
possessions, property and papers with lawful process, be that through a judge (the 
lawful judgment) or what parliament has enacted (the law of the land).34 With the 
Magna Carta’s 800-year-old injunction in mind, comes the birth of debate around 
warrants, basic due process, government’s powers of search and seizure.35 The 
thread of concerns carries through from the thought of James Madison and 
Alexander Hamilton in their Federalist Papers, to the jurisprudence of Warren and 
Brandeis.36  
 
While it took time for an individual right to privacy to evolve (prior to the seventeenth 
century) there was a long-drawn distinction in the Latin term privatus, between 
matters which belonged to the collective arena (and thus subject to public authority) 
versus what pertained to an enclosed community (governed under a household).37 
“The mistaken assertion that the notion of physical privacy was absent in medieval 
society”, writes Diane Shaw, “perhaps derives from the modern assumption that 
privacy is individual and absolute, rather than communal and relative.”38 As noted 
succinctly by David Vincent, the narrative of privacy is not a progression from 
absence to invention, or necessarily less to more, but rather a fundamental right 
which has always underpinned our understanding of individual and collective life, 
where ‘there are no beginnings in this history, only threatened endings.”39 
 
These western historical underpinnings of privacy and its understanding as a form of 
secrecy (meaning privacy ceases to exist when the secret is shared) or 
confidentiality (whereby an intrusion is defined by a violation of mutual trust) 
remained largely unchallenged until the late 19th century, when Samuel Warren and 
Louis Brandeis penned their 1890 essay, The Right to Privacy. Warren and Brandeis 
framed privacy as the “right to be left alone,” challenging the traditional 
conceptualization.40  
 
Specifically, the essay sought to identify a basis in law for a more active right of 
individuals to control and prevent the disclosure of their “thoughts, sentiments, and 
emotions” in the same way as they were already able to exclude others from any 
physical space under their control (using the rules of trespass).41 Going beyond 
notions like “place”, “secrecy” or “confidentiality”, the novelty of this approach 
therefore lay, not least, in the extension of privacy’s protective sphere. Rather than 
limiting the right to a purely spatial dimension it includes, among other things, the 
individual’s right to control information relating to them. 
 
This notion of privacy as an individual’s right to control information continued on into 
the 20th century, as the rise of authoritarian and totalitarian regimes around the globe 
catalysed efforts to establish a right to privacy. Specifically at issue was the ability of 
these regimes to exercise power over their citizens as a direct result of their access 
to detailed information about the identity, thoughts, beliefs and actions of these 
citizens and to influence and control their behaviour accordingly.  
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Following World War II, this experience led to a widely shared acknowledgement 
among democratic governments that privacy as a human right had to be established 
and recognized in order to uphold democracy. This would protect individuals from 
interference with their private and family life, particularly, but not exclusively, by state 
actors. To be clear, we fully acknowledge these are particularized points in traditional 
liberal thought. In some instances, global privacy discourse has been shaped by that 
specific set of historical experiences. That should not, however, dissipate the 
concern. Privacy and data protection should be promoted as universal rights, 
through international instruments, precisely because these once-particularized risks 
have now been ‘universalized’ - by free flow of data, new technologies, international 
business models and congruence of government practices.    

i. The right to privacy at the international level 

 
At the international level, the American Declaration of the Rights and Duties of Man 
(ADRDM), was the first document to enumerate a list of rights, and was adopted by 
the nations of the Americas in May 1948. In the same year, the United Nations (UN) 
proclaimed the Universal Declaration of Human Rights (UNDHR), which provided 
expansive protections for privacy. According to Article 12 UNDHR:  
 

No one shall be subjected to arbitrary interference with his privacy, family, 
home or correspondence, nor to attacks upon his honour and reputation. 
Everyone has the right to the protection of the law against such interference 
or attacks.  

 
By foregrounding a broad general concept of privacy, the ADRDM and UNDHR 
paved the way for more wide-ranging conceptions of privacy, going beyond privacy 
in certain places, such as the home, or contexts, such as in family life. Later 
international instruments followed this trend for broader privacy protection. For 
example, at the regional level, the Organization of American States (OAS) 
recognised an individual’s general “right to have his honour respected and his dignity 
recognized. No one may be the object of arbitrary or abusive interference with his 
private life, his family, his home, or his correspondence, or of unlawful attacks on his 
honour or reputation,” in the Inter-American Convention on Human Rights (Pact of 
San Jose, Costa Rica).  
 
The European Convention on Human Rights (ECHR), adopted by the Council of 
Europe in 1950 and entered into force in 1953, was the first legally binding 
international instrument to recognise a general right to privacy. Article 8(1) sets out 
the right (“Everyone has the right to respect for his private and family life, his home 
and his correspondence”) before identifying the conditions for limiting this right in 
Article 8(2) ECHR.  
 
Subsequently, the UN adopted the International Covenant on Civil and Political 
Rights (ICCPR) and an accompanying Optional Protocol in 1966.42 These additional 
documents were open to accession and ratification by UN states and were binding 
for those that ratified them. The right to privacy is found in Article 17 of ICCPR, which 
provides that:  
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1. No one shall be subjected to arbitrary or unlawful interference with his 

privacy, family, home or correspondence, nor to unlawful attacks on his 
honour and reputation.  

2. Everyone has the right to the protection of the law against such 
interference or attacks. 

 
In order to oversee compliance, the UN Human Rights Council (HRC) considers 
periodic reports (submitted by the State parties to the ICCPR) on compliance with 
the ICCPR rights.43 To date, the HRC has issued over 100 views touching upon 
compliance with Article 17 ICCPR by State parties.44 However, the legal status of its 
findings or “views” remains contested.45 As of 2015, there was also created a UN 
Special Rapporteur on the Right to Privacy, who researches and publicizes reports 
on a wide range of data protection and digital rights issues.46     
 
Another body, the International Law Commission, is tasked by the UN Charter to 
initiate studies and make recommendations to encourage “the progressive 
development of international law and its codification.”47 The “protection of personal 
data in the trans-border flow of information” was included in the long-term work 
programme of the International Law Commission in 1997. That work has been 
further developed through the policy work and reports of various relevant Special 
Rapporteurs, like those for Freedom of Opinion and Expression, the Right to Privacy, 
and the Rights of Children. As well, the international advocacy of individual rights-
holders and national human rights institutions continue to inform and influence the 
development and interpretation of modern rights instruments and reviews at the UN. 
These efforts have resulted in clear progress (e.g. the UNDRIP) and will likely play a 
key role in any future development of new privacy instruments. 

ii. The right to privacy at the national level 

 
At national level, a right to privacy and/or data protection was commonly established 
in one of four ways: 
 
Constitutional provisions: Firstly, countries may expressly include rights to privacy 
as a fundamental right in their national constitutions or Bill of Rights.48 Although rare 
until the 1960s/70s, this approach is now followed, among others, by Mexico, 
Switzerland, Belgium, Korea, Philippines, Hong Kong, Portugal, Colombia, Chile, 
Trinidad and Tobago and Gabon, several of which subsequently included such rights 
in their existing constitutions.49 Not all of these countries recognise a general right to 
privacy. Instead, their constitutions may include rights that protect a specific aspect 
of privacy. For example, the Bermuda Constitution protects a very specific right to 
protection for the privacy of an individual’s home and other property.50 In countries 
with a federal structure, rights to privacy and/or data protection may also be included 
in the relevant state, rather than federal, constitutions. For example, in Germany, the 
state Constitutions of all of the “Neue Bundesländer” (states that became part of the 
Federal Republic following reunification between West Germany and the GDR in 
1990) and several of the other states include an express right to privacy, 
informational self-determination, information privacy or data protection.51 Similarly, 
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the Australian state of Victoria has enshrined the right to privacy in Article 13 of the 
Victorian Charter of Human Rights and Responsibilities 2006. 
 
Specific legislation: discussed in detail in the next section (“the origin of the right to 
data protection”), many jurisdictions in the 1960s and 70s created sector-specific 
privacy law or data protection legislation. Some states may even explicitly recognize 
the right in quasi-constitutional statute such as domestic human rights codes or 
privacy laws. 
 
Jurisprudence: In countries whose constitutions do not expressly include rights to 
privacy or data protection, domestic courts may nevertheless establish such rights by 
reference to, or relying on a combination of, one or more other rights. For example, 
the German Constitutional Court recognises a “general personality right” as well as a 
“right to informational self-determination” on the grounds of Article 2(1) (“right to self-
determination”) in conjunction with Article 1(1) (“human dignity”) of the German Basic 
Law.52 Canada protects certain aspects of individuals’ privacy as part of the rights to 
liberty and freedom from unreasonable searches and seizures set out in Article 7 
and 8 of the Canadian Charter of Rights and Freedoms.53 A similar approach is 
taken in the US, which protects an individual’s “reasonable expectation of privacy” as 
part of the Fourth and Fourteenth Amendments (protection against unreasonable 
search and seizure and due process). In Japan, Article 13 of the Constitution (right to 
the pursuit of happiness) has been interpreted by the courts to include the right to 
privacy.54 More recently, in 2017, the Supreme Court of India ruled that privacy is a 
fundamental right because it is an integral part of the right to life and personal liberty 
guaranteed in Article 21 of the Indian Constitution. The decision framed privacy 
within the entire spectrum of fundamental rights enumerated by their constitution and 
noted how this enables other rights such as such as freedom of speech and 
expression, freedom of association, freedom of religion and the right to equality.55 
 
International agreements and treaties: Alternatively, countries may decide to give 
direct domestic effect to international human rights instruments to which they are a 
party, or they may adopt those international instruments as binding domestic law in a 
way that allows for their enforcement before the domestic courts. For example, the 
55 countries that are Parties to Convention 108 have adopted legislations that 
comply with the provisions of the Convention. The EU Charter of Fundamental 
Rights directly applies in all 27 EU member states when they adopt or apply a 
national law implementing an EU directive or when their authorities apply an EU 
regulation directly.56 Austria, retrospectively granted the ECHR domestic 
constitutional status in 1964, while the UK, after having been one of the Convention’s 
original signatories (and drafters), eventually decided to make it binding and capable 
of being enforced before the British courts in 1998.57 A similar approach was taken 
by the Isle of Man, a British Crown dependency, when it adopted its Human Rights 
Act in 2001. 

B. The origin of the right to data protection 

 
Unlike the right to privacy, which was introduced in a decidedly “top down” manner 
as part of, mostly international, fundamental rights instruments, it could be argued 
that the right to data protection developed more from the bottom up. Its emergence is 
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often described as a response to advances in technology and the development of 
new data-heavy business models and stemming from a desire to protect individuals 
from their potentially adverse effects. Those effects include, in particular, the 
unauthorised collection, use, storage, combination, sharing and disclosure of 
individuals’ personal data.  
 
The contemporary origins of modern frameworks for data protection law can be 
traced back to the German state of Hesse, which is credited with the adoption of the 
first statutory data protection instrument, the Hesse Data Protection Act 1970.58 
Although arguably the first to adopt a law of this kind, it was, however, quickly 
followed by a number of other, mostly European, countries including, in 1977, the 
Federal Republic of Germany.59 At the time, no right to data protection was 
expressly included in the German Constitution nor in any of the state constitutions of 
the German “Länder”, nor in any other constitution of a European country .60 
 
Inspired by those changes and conscious about an increasing flow of personal data 
across political boundaries, international experts drafted two international documents 
in the late 1970s: the OECD Guidelines on the Protection of Privacy and Transborder 
Flows of Personal Data and Convention 108. The latter was an open multilateral 
instrument based on the Vienna Convention of the Law of Treaties which paved the 
way for future national and regional data protection legislations, including the EU’s 
Directive 95/46/EC. Convention 108 was the first legally binding multilateral instrument 
on data protection, laying down the foundations for modern data protection legislation, 
by requiring its state Parties to apply the overarching principles of data protection 
(such as fair and lawful data processing, the specified and legitimate purposes, data 
quality, and a transborder data flow regime) , which rapidly became influential, first 
among the Member States of the Council of Europe and as of 2013 also on other 
continents. The European Union, as the perceived global standard bearer for data 
protection and with its quasi-federated regional/national/state structure of governance, 
serves as a useful example for scrutinising this “creation myth”. 
 
The EU expressly referred to Convention 108 when adopting its comprehensive data 
protection framework as “secondary law,”61 stating that it intended to “give substance 
to and amplify” the principles found in Convention 108.62 The Directive 95/46/EC on 
the protection of individuals with regard to the processing of personal data and on 
the free movement of such data (‘1995 Directive’) was adopted in 1995 as a 
common market instrument with the intention of harmonising the national data 
protection frameworks of EU member states that had developed over the previous 
two decades.63 The 1995 Directive meant to provide a basic standard of protection 
across member states with the dual aim of protecting “the fundamental rights and 
freedoms of natural persons, and in particular their right to privacy with respect to the 
processing of personal data”, and facilitating the free flow of personal data between 
the member states in line with the objectives of Convention 108.64  
 
At that time, the EU had not yet adopted its own fundamental rights framework. 
Instead, it largely relied on a shared understanding between the member states that 
the “fundamental rights” referred to in Article 1 of the Directive included the 
provisions of the Council of Europe’s ECHR (which all member states had ratified) as 
well as any fundamental rights protected by the member states’ own national 
constitutions or bills of rights. The absence of an overarching fundamental rights 
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framework did not therefore stop the EU from adopting a comprehensive data 
protection framework largely based on Convention 108. The EU Charter of 
Fundamental Rights, which now includes an express right to data protection in its 
Article 8, was adopted as part of the Lisbon Treaty and came into effect on 1 
December 2009.65 This very close link, even symbiosis, based on shared principles 
and values between the two data protection frameworks was yet again emphasised 
when both were updated by a statement from the EU Commission on the EU joining 
Convention 108+ once it enters into force.66 
 
Within the United Nations context, the only UN instrument to specifically deal with 
data protection is a set of non-binding “Guidelines for the regulation of computerized 
personal data files”, dating from 1990.67 As Kuner notes, while the normative basis of 
data protection law is heavily reliant on international human rights texts such as the 
1948 UNDHR and the 1966 ICCPR, these instruments do not mention data 
protection specifically.68 Therefore, while the right to data protection is recognised 
explicitly in some domestic Constitutions, the EU’s Charter of Fundamental Rights is 
the only existing international instrument to recognise data protection as a distinct 
fundamental right.69 The EU reformed and upgraded its data protection framework in 
2016 with the adoption of the General Data Protection Regulation (GDPR) and the 
Police Directive. The two legislation remain rooted in the principles advanced in 
Convention 108. 

i. Modern efforts to strengthen rights to data protection and privacy 
internationally 

 
We can see that while privacy and data protection are now widely recognised in 
countries around the world and in the context of a variety of constitutional 
arrangements, they remain under-developed and underutilised at international level. 
The right to data protection has yet to emerge as an internationally recognised right. 
It is therefore unsurprising there are calls to strengthen the recognition and 
application of these rights at international level. 
 
One prominent example of such a call to strengthen these rights is the 2005 
Montreux Declaration made by the International Conference of Data Protection and 
Privacy Commissioners (ICDPPC), now known as the Global Privacy Assembly 
(GPA).70 Through the Montreux Declaration, the ICDPPC noted, “it is necessary to 
strengthen the universal character of this right [to privacy and data protection] in 
order to obtain a universal recognition of the principles governing the processing of 
personal data whilst respecting legal, political, economical and cultural diversities.”71 
The Declaration requested the UN to prepare a legally binding instrument, which 
“clearly sets out in detail the rights to data protection and privacy as enforceable 
human rights.”72 The ICDPPC’s Madrid Resolution on International Standards on the 
Protection of Personal Data and Privacy was a similar call, made in November 
2009.73 Subsequent attempts have been made through the ICDPPC/GPA to draft a 
global legal instrument on data protection in 2009 and to advocate for the adoption of 
a 3rd Optional Protocol to the ICCPR to adopt an international privacy standard 
consistent with ICCPR Article 17.74  
 



      

      17 

These efforts to reinforce the rights to data protection and privacy at international 
level remain works in-progress. This might be attributed to the ineffectiveness of 
existing enforcement mechanisms and differing perspectives across jurisdictions. 
Other contributing factors might include imbalances of information and power in 
modern digital environments, or that regulatory priorities are spread across a wide 
range of sectors, issues, and stakeholders. Both phenomena prevent privacy risks 
from being easily perceived or rights to be effectively exercised. Nevertheless, the 
path for international cooperation is becoming clearer.  
 
First, existing international cooperation in these fields has had mixed success.75 This 
is owing to a number of factors. Some relate to the characteristics of the UN 
instruments. They consist of a patchwork of rules across various instruments and 
this “normative dispersion” affects their accessibility and effectiveness. Moreover, 
given their soft law nature, many of the existing instruments (such as the Guidelines 
for the Regulation of Computerized Personal Data Files) are not invoked or applied 
by the HRC.76 Some attribute this lack of practical utility to timing, as relevant UN 
Guidelines were adopted after important international instruments, such as the 
OECD Privacy Guidelines and the Council of Europe Convention 108.77 Yet, even in 
data protection regimes that are held up as success stories from a fundamental 
rights perspective, such as the EU’s GDPR, there remains a disconnect between the 
letter of the law and its practical application.78  
 
Yet, while more should be done to promote and apply existing international and 
regional data protection frameworks, it would also be wrong to conclude that these 
frameworks have not had impact. The Inter-American Court of Human Rights has 
developed an important line of case law establishing a multi-faceted vision for the 
right to privacy and imposing a positive obligation on States to guarantee the respect 
of this right by public and private entities as well as individuals.79 The provisions of 
international agreements, including the UN instruments, are also often given 
constitutional status by domestic Constitutions. For example, the Basic Law of the 
Hong Kong SAR gives constitutional effect to the provisions of the ICCPR. Regional 
human rights instruments recognising rights to data protection and privacy, such as 
the EU Charter of Fundamental Rights, have also been invoked to significant effect 
in challenging and ultimately invalidating incompatible legislative instruments.80 In 
sum, while improving the effectiveness of these supranational legal frameworks 
remains challenging, these efforts are already having tangible impact and are worth 
pursuing further.  
 
Differing perspectives have also limited the recognition of data protection and privacy 
as rights.81 Today, opinions on this question are not as easily divided along 
geographic lines. Many business stakeholders and officials fear a continued, strong 
commitment to fundamental rights protection will require foregoing technological and 
commercial developments. This view is prevalent, despite rapid growth and rising 
profit margin across technology sectors. Others erroneously see privacy as a 
“barrier” or “impediment” to innovation. Or they may recognize only the commercial 
and business aspects of innovation, while disregarding an equally urgent need to 
support social and legal evolution.  
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This perspective explains in large part why, “once one descends from the highest 
level of abstraction, there can be significant differences in detail” amongst regional 
and national data protection approaches.82 

 
We can differentiate between two approaches to the development and 
implementation of regional privacy and data protection instruments. One set is built 
primarily on the recognition of the fundamental rights implications of personal data 
processing (such as the African Union Convention on Cyber Security and Personal 
Data Protection, Convention 108 and the GDPR). The other set view data as an 
essential commodity, commercial asset or input for goods and services, and 
therefore seek to maximise its potential for exchange and trade by minimising 
regulatory friction (such as the OECD Privacy Guidelines and the APEC Privacy 
Framework). In practice, such regimes differ in five important ways. 
 
First, the interpretation of rights-based frameworks is guided by fundamental rights 
reasoning (including, for instance, incorporating necessity and proportionality 
assessments). By contrast, market-based approaches incorporate market-based 
assumptions (such as the “notice and choice” paradigm). Second, rights-based 
frameworks grant rights to individuals (the rights-holders), such as the right to 
access, the right to obtain deletion of personal data, and object to its processing. 
These rights have correlating duties which must be met by states and by private 
entities (the duty-bearers), to respect these rights. Such rights are absent or less 
prominent in market-oriented regimes. Third, rights-based regimes are often backed 
up by binding statutes and enforcement mechanisms applied by an independent 
authority with a public law aspect.  
 
This rights-based system recognizes both that a breach of individual rights is a harm 
to the public good, and that there is a public interest in protecting, enforcing, and 
promoting these rights by holding accountable those who breach them. Whereas in 
market-based approaches, accountability more often arises in the form of private law 
actions such as commercial dispute resolution, or lawsuits under contract or torts 
jurisprudence. Finally, a rights-based approach recognizes the inherent right to 

Differences: free expression in the UK 
 

Another common point of differentiation between States is their stance on freedom of 
expression. Typically, in states where there is a strong legal tradition of freedom of 
expression, there has been a reluctance to recognise or fully develop the right to privacy. 
In England and Wales, the Courts refused to develop a right to privacy without a 
legislative underpinning. As recently as the 1990’s, the Court of Appeal explicitly stated 
“it is well-known that in English law there is no right to privacy, and accordingly there is 
no right of action for breach of a person’s privacy”. However, this example also illustrates 
that once a right to privacy is recognised in a domestic legal system, as it was in the UK 
through the Human Rights Act 1998 and ultimately by the House of Lords in its 2004 
Campbell judgement, it can be quick to entrench itself and become an established part 
of the legal landscape. These cultural and ideological impediments to cooperation are 
therefore surmountable, leaving reason to be optimistic about the scope to develop the 
rights to privacy and data protection at international level. Sources: Kaye v Robertson 
[1991] FSR 62, per Glidewell LJ; Campbell v Mirror News Group (MGN) [2004] UKHL 
22. 
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dignity of citizens, and explicitly addresses power imbalances to protect those less 
powerful from harm, whereas a private market approach often ignores power 
imbalances and assumes harms will be automatically calculated into the cost of a 
good or service through market forces.  
 
Nevertheless, there remains scope for convergence between these ostensibly 
distinct logics. Respect for data protection and privacy is often a legal prerequisite for 
the liberalisation of personal data flows, blurring the boundaries between market-
based and rights-based approaches. Equally, respect for these rights is also a 
prerequisite to ensure user trust in innovative data uses. Therefore, just as 
promoting respect for environmental principles helps to ensure long-term 
sustainability, so too promoting respect for data protection and privacy can help to 
ensure sustainable innovation.  

C. What is data protection and how is it different from privacy? 

 
As previously noted, compared to the right to privacy, the origin of data protection as 
a right and its precise, fundamental character is a bit more recent.83 Since the right 
to data protection first found its way into national constitutions in the 1970s and ‘80s, 
courts and academic scholars have found it difficult to identify clear demarcation 
lines between the two rights. This situation is not helped by the fact that, although a 
right to data protection now appears in a growing number of national and state 
constitutions, the EU Charter is to date the only international legal instrument to 
differentiate explicitly between the rights to data protection and privacy.84   
 
National and international legal instruments that expressly include a right to data 
protection share a number of common characteristics.85 Most notably, national and 
international legal instruments that specifically protect the right to data protection 
often require that an independent supervisory authority be established to enforce 
those rights and obligations.86 The procedural nature of this approach has led some 
to argue that, unlike the right to privacy, the right to data protection is not so much a 
substantive but a procedural right that ultimately gives effect to the right to 
information privacy by establishing a set of detailed rules for its performance.87 In 
order to establish whether this is true, we must analyse in more detail the specific 
character of the right to data protection and what it is designed to protect. 

i. The relationship between data protection and privacy 

 
Some experts continue to doubt whether data protection should have fundamental 
rights status at all. Veil, for instance, suggests that data protection only becomes a 
defensive right in court when combined with another fundamental right and, as a 
result, data processing should only be relevant under fundamental rights if it 
specifically impairs, or risks impairing, freedom.88 Amongst those who accept the 
designation of data protection as a fundamental right, there are differing conceptions 
of its relationship with the right to privacy. These can be broadly grouped in three (or 
four) ways.89 
 
A first conception is that the two rights are completely distinct yet complementary in 
so far as both seek to achieve higher order values, such as dignity, autonomy or the 
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control and limitation of power. De Hert and Gutwirth suggest that privacy is a “tool of 
opacity” which helps to set limits on power and prevent illegitimate and excessive 
use of power, while data protection is a “tool of transparency” that controls and 
channels power through transparency and accountability.90 
 
A second conception is that data protection is simply a subset of the right to privacy. 
This is perhaps the most commonly held view of the relationship. For the European 
Court of Human Rights, for instance, personal data protection is viewed and 
regulated in relation to Article 8 ECHR, the right to privacy. Similarly, as Solove 
notes in the US, the “constitutional right to information privacy has emerged in the 
courts as a spin-off of the regular constitutional rights”.91 Yet, even when the right to 
privacy subsumes data protection, it is possible to distinguish between situations 
where data protection is treated as privacy and those where the main purpose of 
data protection is considered the protection of privacy.92 
 
A third conception, with a growing number of adherents, is that data protection and 
privacy are distinct yet heavily overlapping rights, with data protection serving a 
multitude of functions including, but not limited to, respect for privacy. Data 
protection and privacy are distinct as far as they have different scopes of application; 
privacy covers areas that data protection does not, such as issues of bodily 
autonomy and family life, while data protection is not concerned with issues of 
“reasonable expectations” of privacy and extends its protection unconditionally to 
public and voluntary data processing activities.93 This notion is reflected in Article 1 
of Convention 108+, which states that “the right to data protection is autonomous, 
contributing to the respect for human rights and fundamental freedoms, in particular 
the right to privacy.” The text defines the right to data protection as a separate, 
contributing right to other human rights, particularly the right to privacy.  
 
A fourth conception views data protection as emerging from a positive duty of the 
state. This is especially relevant in jurisdictions such as India and US, where 
fundamental rights are primarily structured as “vertical” rights, offering protection 
against state action. The right to data protection, conversely, is most often framed as 
a ‘horizontal’ right against private entities.94 The evolving nature of fundamental 
rights is not merely one of negative rights (namely, protection preventing state 
action) but also positive rights, creating obligations for the state to protect rights 
(against private entities). Thus, privacy acquires indirect, horizontal application, even 
in jurisdictions where fundamental rights are only available as vertical right.95 Thus 
conceived, data protection is not a subset of privacy, but emerges from a positive 
duty of the state via its privacy obligations. 
 
As de Hert and Gutwirth suggest, “few direct manifestations of intimacy-oriented 
conceptions of privacy can be found in the provisions of data protection laws and, 
conversely, broader privacy concepts are not of a nature to explain data protection 
principles such as purpose limitation, data quality or security.”96 Data protection also 
grants individuals a broader array of rights in relation to their data than privacy, 
including rights to access data and even rights to portability.97 Yet, as the scope of 
the right to privacy is jurisprudentially expanded to address concerns in the digital 
age, the overlap between these rights grows.  
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Lastly, in human rights law writ large, there is a mutual recognition of rights as 
developing in concert with each other, and with society. In considering the rise of 
importance of data protection and privacy, it is useful to note that a rights based 
framework acknowledges the ever-developing nature of rights. . Rights are not be 
frozen in time, nor static, but evolve as society itself evolves. This responds to real 
needs of individuals for protection, so they may live with dignity and respect. 
International human rights law is based on a fundamental principle that rights are 
interrelated and interdependent, and that as one right is better protected, others may 
in turn be better realized. In this framework, one could examine the modern context 
as a deepening of interrelatedness and interdependencies between privacy, data 
protection, and other rights which are all simply arising into public and legal 
consciousness with different rates of speed and impact.  

ii. Information privacy and informational self-determination 

 
Regardless of whether we view data protection as a subset of privacy, as two rights 
that are “distinct but overlapping”, or as the inherently interrelated and 
interdependent evolution of modern rights progressing, there is undoubtedly a clear 
overlay between what is protected by the right to data protection as defined in the 
EU Charter and certain national or state constitutions and what Westin and Fried, in 
the late 1960, described as “information privacy”. According to Westin, information 
privacy is the “claim of individuals, groups, or institutions to determine for themselves 
how, when, and to what extent information about them is communicated to others.”98  
 
This definition of information privacy as individuals’ right to “determine” or “control” 
what can be done with their data suggests a close relationship between this right and 
the general right to privacy. This follows the same path as 19th century American 
privacy scholars, Samuel Warren and Louis Brandeis, who had earlier expanded the 
material scope of the right to privacy by adding to the commonly recognised physical 
or “spatial dimension” element with a new privacy dimension that included the 
protection of an individual’s “thoughts, sentiments and emotions”.  
 
Others like Ruth Gavison or Shoshana Zuboff point to other, broader definitions. 
These acknowledge the current imbalance of power in data and privacy fields, and 
recognize that new powerful systems of gathering and commercialization of digital 
information about citizen’s private lives are akin to other historical shifts, such as the 
shift from natural land to real estate markets, or from barter economies to human 
resources which are market-driven labour.99 
 
Both the right to informational self-determination (or information privacy) and the 
right to the protection of the private sphere are rooted in the same fundamental 
values that also highlight that, aside from their common origin, the two rights share a 
common objective, namely the protection of human dignity and of individual 
autonomy.  

iii. The “added-value” of data protection 

 
Once recognised as a distinct fundamental right, this begs the question of what 
independent values the right to data protection offers to individuals or society. As 
already highlighted above (and further discussed below), when we ask ourselves 
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what we protect through the right to data protection, informational self-determination 
is a common retort. 
 
Beyond informational self-determination, some view data protection through the lens 
of fairness and good data governance.100 Post, for example, suggests that Article 8 
EU Charter “creates fair information practices that establish bureaucratic rules to 
structure the decision-making of persons who are figured as asocial and 
autonomous.”101 Van der Sloot contrasts the “Athenian ideal of private life” with the 
focus of data protection on “whether data is used fairly and with due process”.102 
 
Others go further and suggest that the right to data protection provides “a right to a 
rule” or a right to a legal framework governing data processing. Following the logic of 
the EU Charter right to data protection, this legal framework would, at a minimum, 
include rights for individuals, impose obligations on those who process personal data 
and set out an effective and independent oversight and enforcement mechanism.103 
In this sense, the value served by data protection is simply to lay down the rules of 
the game in order to facilitate other rights and interests.104 

iv. Data protection as a procedural or substantive right 

 
If an independent right to data protection exists to give people more control over their 
personal data, or to guarantee the existence of a legal framework for personal data 
processing, does this then make data protection a procedural right? Some certainly 
think so, suggesting that data protection “does not directly represent any value or 
interest per se; it prescribes the procedures and methods for pursuing the respect of 
values embodied in other rights”.105 
 
Yet, it may be an over-simplification to dismiss data protection as purely procedural. 
In reality, it is a hybrid right. If it seeks to achieve informational self-determination, 
this is an end in itself as well as a vehicle to achieve human dignity and to promote 
democracy.106 If the right to data protection is a right to a legal framework governing 
data processing, then we must recognise that some elements of that framework are 
primarily procedural (such as transparency and accountability requirements) while 
others are substantive, requiring a legal process in which to consider the weighting 
of interests and rights.107 Even if data protection were considered a “procedural” 
right, serving no independent value, this is no reason not to consider it to be 
fundamental.108  
 
In fact, the UN has recognized that specific rights that may be emerging or more 
recently articulated, are just as fundamental. For example, the UN Convention on the 
Rights of Persons with Disabilities (CRPD) Article 9 notes that the accessibility 
principle is key to the realization of the rights of persons with disabilities. The CRPD 
treaty body has noted that “accessibility” is not simply a procedural right, but rather 
an expression of a fundamental right of access guaranteed in the ICCPR and 
CESCR.109 Its emergence and recognition over time did not diminish that universal 
recognition. In a similar way, data protections might be seen as a vital precondition 
for the effective enjoyment of civil, political, economic, social, and cultural rights in 
our current era, and deserving of similar recognition in international law.  
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Expanding privacy rights: the German Census decision 
 

The German Constitutional Court set out a practical instance for expansion of the 
meaning of the right to self-determination in their seminal 1984 “Census” decision. This 
was in response to the excessive data collection and processing powers granted to the 
German Government by the Census Act 1983. The Court developed a new right to 
informational self-determination that limited those powers. Mirroring, almost to the letter, 
the sentiments expressed by Westin more than 15 year earlier, the Court held that the 
German Constitution specifically protected the individual’s right “to decide himself when 
and within which limits details of his personal live should be disclosed”. In the absence 
of a specific right in the German Basic Law, the court defined this new “right to 
informational self-determination” as an aspect of the “general personality right” of the 
individual that was itself based on two existing rights. These were the right to self-
determination in Article 2(1) and the right to human dignity in Article 1(1) of the German 
Basic Law. That general personality right, which had been recognised by the Court since 
1973, and before it by the Federal Civil Court since 1954, had until then solely protected 
the individual from the unlawful interference with their private sphere. However, rather 
than describing the right to informational self-determination as a subset of that older 
right, the court moved to grant the two rights equal yet separate status with a shared 
origin. In substance, the right to informational self-determination guarantees the right of 
individuals to control both the disclosure of their personal data and the way in which and 
the purposes for which those data are used. The Court argued that in the context of 
modern data processing procedures the individual requires protection against the 
unlimited collection, storage, use and disclosure of their personal data. The right has 
therefore traditionally restrained public authorities from the bulk collection and 
processing of personal data or from using specific identifiers linked to such data to make 
decisions that have a legal effect on individual citizens. Because of the ability of modern 
IT systems to connect and combine data, the Court found that “immaterial data” no 
longer existed (even data that in itself seemed irrelevant could gain relevance in 
conjunction with other data). Consequently, the Court ruled that the protection of 
personal data could not be dependent on whether such data related to an individual’s 
private or intimate sphere. Instead, in order to assess how relevant the processing was 
in the light of a potential violation of an individual’s dignity and self-determination, it was 
essential to establish the purpose for which that data was collected and how it could be 
used or linked to other data. Thus, was born the idea that personal data deserved 
fundamental rights protection equivalent to the right to privacy even where those data 
could not be considered “private”. Sources: Census Act, BVerfGE 65, 1; English 
translation provided by German Konrad-Adenauer-Stiftung; available at 
https://freiheitsfoo.de//files/2013/10/Census-Act.pdf; last accessed on 20 October 2020.  
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4. What do we protect when we protect privacy and data protection? 

 
The development of both the right to privacy and the right to informational self-
determination in the EU legal context (noted above) arguably highlights something 
that may be less apparent in later fundamental rights instruments that include an 
express right to data protection. Namely, that privacy (as a concept and as a legal 
right) is itself derived from (and designed to protect) a variety of individual and public 
interests, rights and values. This includes individuals’ right to self-actualisation and 
the development of their own personality.  
 
Self-actualisation encompasses the right to decide how an individual presents 
themselves to others (e.g. control over one’s public image and reputation) and the 
extent to which they make themselves and their lives accessible (e.g. consent and 
control over publication of personal details). It covers their right to both develop and 
communicate opinions and convictions free from unwanted observation by others 
(e.g. dissent from government policies or critique of political decisions). As well, it 
supports the right to make decisions and take action based on those opinions and 
convictions that may affect not just them but also collective and public interests.  
 
The assumption underpinning all of these rights is that without privacy and data 
protection – without the right to exclude others from accessing our space, our actions 
and our thoughts – we cannot develop and express our own individuality to its fullest 
potential. Consequently, we are prevented from participating in communal 
interactions and decision-making processes as our own authentic self (e.g. where 
employees self-censor in a workplace for fear of reprisal). This ideal of individual 
self-determination, self-actualisation and control, expressed in both the general right 
to privacy and the right to information privacy, therefore reflects more fundamental 
values of human dignity, liberty and autonomy. We will examine those values in turn. 

A. Human dignity 

 
Human dignity is arguably the most significant among these values as it protects the 
essence of what it is to live as a human being, to be valued for one’s own sake and 
to be treated with respect. The overarching importance of this right is highlighted by 
the UN Declaration of Human Rights which recognizes the inherent dignity of all 
members of the human family as well as Convention 108+ and the EU Charter of 
Fundamental Rights, which incorporates the respect and protection of human dignity 
as its very first article.110 The right to human dignity is also the first right of the 
German Basic Law and one of the few absolute rights included therein. It is one of 
only two rights included in the Basic law that cannot be amended except through the 
adoption of a new constitution. Human dignity is thus protected as an important 
ethical and legal value. More practically, it also reinforces prohibitions on such 
inhumane practices as slavery, torture, and human trafficking.  
 
The requirement to treat everyone as a person with respect for their humanity, and 
not to subject them to inhumane treatment reflects Kant’s moral concept of dignity as 
the need “to treat humanity, whether in your own person or in that of any other, in 
every case at the same time as an end, never as a means only.”111 The immediate 
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implication of such a requirement, thus, would be that no one should be used only as 
a means to achieve other ends.  
 
This possibility has, however, been raised as a concern in relation to personal data 
processing practices which might reduce individuals from subjects to mere objects. 
Lyon, for instance, warns that the increasingly intensive use of personal data by 
computers might run the risk of degrading individuals to mere commodities and 
subjecting human values to mere efficiency.112 Citron and Pasquale share a similar 
concern, showing how the present-day practices of data-driven scoring could turn 
individuals into ranked and rated objects.113 Many scholars in the field of surveillance 
studies have been very critical of privacy – as a discourse and as a regime of 
governance.114 They believe that it does little to restore power imbalances and 
regard legal and constitutional protections of a right to privacy with suspicion.   
 

Credit scoring is only one of many examples.115 All of these cases show that the 
datafication of individuals in a way that is outside of those individuals’ control reflects 
a disrespect of individuals as humans that violates human dignity as data users 
show no care either for those individuals’ welfare or their right to equal treatment. 
Over the past two decades, shifts in the scale of digital data-gathering (as well as the 
extent of their global reach and storage capabilities) underscore a stark imbalance of 
informational control. The resulting power imbalances (flowing from digitization and 
data markets) creates risk for political, social, economic and cultural rights (not only 
human dignity).116 The power imbalances at play and the scope of potential harm are 
a strong argument for why privacy should be clearly articulated as a human right. A 
right to information privacy that enhances individuals’ control over their data is 
therefore seen as a way to protect against such violations.  

Human dignity, social sorting and digitization 
 

An illustrative phenomenon in this context is credit scoring. For the financial sectors, the 
use of Big Data (including using non-credit information such as social media or 
purchasing or browsing patterns) to assess credit scoring is likely to result in cost 
savings, because data can be used to identify patterns of potential default that would 
correctly apply to most of their customers. However, any individual who ostensibly 
matches the pattern criteria but who is in fact not likely to default will suffer from this 
categorisation as they are not treated as they should have been based on their own 
individual circumstances. Their individual situation is instead simply ignored in the 
interest of the company’s revenue maximizing strategies. Similarly, companies and other 
data users may fail to make allowances for the fact that the raw data that feed their 
decision-making algorithms may be incorrect or out of date. This could affect not just the 
individual in question but also the further development of the algorithmic pattern itself 
(particularly where the raw data is part of a training set of data) with long-term 
consequences for those for whom the algorithm produces practical or legal effects. 
Finally, in the age of machine learning, algorithms are designed to “improve” on their 
original programme based on the data they are fed. Companies themselves may no 
longer be able to identify the criteria the algorithm uses, resulting in “computer says no” 
scenarios where algorithmic decision-making eludes accountability and potential 
algorithmic bias towards specific types of individuals becomes undetectable in practice, 
thus defying regulatory oversight. This opacity of algorithmic decision-making is further 
examined on page 34. 



      

      26 

B. Liberty and self-determination 

 
Much of the discussion surrounding the right to privacy has further been oriented to 
the goal of protecting individuals from interference by government agencies, 
especially taking into account the present existence of ubiquitous electronic 
surveillance. In this context, the right to information privacy is enlisted to protect the 
arguably even more fundamental value of “liberty” as the ultimate right of the 
individual to be free from such state interference. Indeed, Lyon argues that liberty is 
a preferable term over privacy when talking about the totalitarian tendencies in a 
surveillance society.117 Although the exact meaning of liberty is not immutable, it is 
generally understood as individuals’ unabridged natural right to follow their own 
will.118 In this context, the metaphors of the Big Brother and the Panopticon are 
commonly viewed as a constraint on one’s free will through surveillance that is both 
obvious and real or where the individuals believe themselves to be under 
observation without being able to verify exactly when and on what conditions that 
surveillance takes place.119 In both of those cases, so the argument goes, individuals 
will adapt their behaviour to meet the rules and expectations of the observer.  

C. Autonomy and choice 

 
Lastly, the notion of privacy as individual control is arguably underpinned by the 
concepts of “autonomy” and “choice”. In liberal theory, individuals are first and 
foremost autonomous agents achieving self-actualisation through even mundane 
decisions.120 Both the idea of human dignity and of individual liberty suggest that we 
ourselves should be the author of our story, the “master of our fate”, and the “captain 
of our soul”.121 Liberal economic frameworks also argue that choices of consumers in 
the market are free choices as they assume that both parties have complete 
information – that meaningful choice implies full information and transparency.  
 
However, in reality, a delicate balance of constraints and choices nevertheless 
informs our decisions. Specific economic, social and political environments within 
which we operate determine these. In the current environment, both the state and 
the private sectors which gather, trade in, and use big data of citizens, have both an 
enormous information advantage, and the opacity of how they use this data.122 
Additionally, current examinations of online consent forms make it clear that citizens 
and consumers may not have meaningful choices, nor the autonomy to opt out of 
consent to have their information gathered and used in ways that advantage 
companies and states, and disadvantage consumers and citizens.123 Even in 
democracies, this data can be exploited to opaquely manipulate voters, without their 
knowledge or consent. Rights and enforcement of fair rules to respect these, may be 
seen as a way to allow fuller autonomy and more meaningful choice.  
 
As individuals, we do not exist in a vacuum, and we do not make decisions outside 
of the prevailing power structures that either privilege or disadvantage us (or 
sometimes both in different ways). In truth, autonomy is bounded by existential self-
interest, economic dependencies, our relationships with, and obligations towards, 
others, and by the relative power (as well as any responsibility, see above) that we 
may have as members of our respective communities. These are presented for 
consideration and reflection in an Annex to this narrative.   
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5. Privacy and data protection as individual or collective rights 

 
The “communal” element of the rights to privacy and data protection is a matter of 
some contention. On the one hand, the status of those rights as individual rights in 
most liberal human rights instruments has been met with extensive criticism from 
proponents of communitarianism and from those that advocate for the adoption of a 
greater focus on collective or societal interests. However, this criticism is not without 
its own challenges. If privacy amounts essentially to a “right not to participate in the 
collective” and to “isolate the individual from various kinds of interference”124, how 
then can it reliably be employed to promote community needs? How does privacy as 
a ‘right to be left alone’ (Warren and Brandeis), on the one hand, interact with the 
“social value” of privacy (Priscilla Regan)?125  
 
Arguably, an approach that combines the commodification of personal data with a 
conception of privacy/data protection as a tool designed solely to facilitate individual 
control, may convince individuals, businesses and legislators more easily of the 
intrinsic value and legitimacy of certain “privacy trade-offs.”126 As already explained 
above, in those cases, the “privacy risk” attached to a processing activity – whether 
carried out by private or public sector controllers – will be perceived as only one of a 
number of competing risks, where other risks include existential threats, economic 
detriment and the fear of social exclusion.  
 
In practice, this makes it easier for individuals to justify data processing (to 
themselves and to others) that they view as serving overriding individual, commercial 
or communal interests. However, this also means that privacy and data protection as 
fundamental rights are often deemed secondary to other rights and freedoms. The 
right to life, freedom of expression, or freedom of the press are just three common 
examples. Similarly, public interests that compete with or often override privacy 
include public order, national security or public health, which more obviously benefit 
both individual and collective or societal interests.  

A. Cultural differences? 

 
Equally, it is often suggested that the idea of “privacy” as an individual right is a 
liberal construct that does not map well onto the cultural, historical, religious, and 
philosophical traditions that shape the worldviews of communities, particularly, in 
parts of Africa, some parts of the Asia-Pacific economies, and also in areas where 
colonial history has harmed Indigenous populations, such as Canada and Australia.  
 
Clearly different regions and polities debate issues of rights, responsibilities and 
redress from their own unique history and societal experience. To acknowledge 
those divergences and nuances is a prerequisite to understanding how to improve 
data protection, not a hurdle. Development of any regulatory ecosystem - whether in 
the EU, North America or Latin America – represents conscious evolution and 
deliberate negotiation. None came into being ‘naturally’, nor are any ‘inevitable’.   
 
In point of fact, at present, many of the countries around the world (in the Asia-
Pacific, Africa and Latin America) considering adoption or review of their data 
protection regime do so unencumbered by the history and philosophy which 
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underpinned adoption of the first-generation of privacy laws.127 As noted above (see 
‘origins of the right to privacy’), many of those were particular legislative responses 
to specific government surveillance practices tied to WWII and the early Cold War.  
 
Societies in the developing world, by contrast, have had considerable remove from 
that aftermath. Instead, their particular governments have been preoccupied with 
reconstruction, development and integration into a globalized economy in order to 
provide a better future to their population.128 From that standpoint, they and their 
citizens actively support innovation, digitization and cross-border sharing of data.129 
Those perspectives and priorities need to be acknowledged, validated and 
supported, not marginalized, ignored or excluded.130   
 
To highlight just one example of that complexity, within the APEC region, there are 
multivalent traditions, legal systems, political models and socio-economic models. 
That variance arguably outstrips even that of Europe or the Americas, and privacy 
debates are ongoing. For instance, discussions at the Osaka Summit in June 2019 
reignited the simmering tensions over data governance, with many Asian nations 
opting for very different paths on critical data issues.131 India in particular argued that 
any rulemaking on data governance outside of the World Trade Organization (WTO) 
would dilute the voices of emerging economies in the debate and suppress their 
sovereign right to frame rules that further their citizens’ best interests.132  
 
 In practice, data protection laws have developed organically in Asia as they have 
elsewhere, in countries that live under the influence of Daoism, Buddhism, and 
Confucianism (e.g. Korea or Japan) and have adopted such measures for 
decades.133 Korea's PIPA for example has the reputation to be one of the strictest 
data protection laws in the world. So these divergences are not simply economic and 
political; they can extend to societies views of the philosophical and sacred as well.  
 
Kitiyadisai explains that it is difficult to align the liberal Western concept of privacy as 
an individual right with, inter alia, Buddhist values, because Buddhism perceives 
concepts of human rights and privacy rights as man-made rules that would 
“inevitably be in conflict within themselves as these are created to serve human 
avarice”. Because those rules, “reflect the prevailing force in the society”, they 
“would lead to further competition and aggressive posturing for protecting and 
furthering the interests among various groups”.134 In other words, aspects of certain 
cultures and societies may perceive human rights, including privacy and data 
protection, as tools that reflect and support existing power structures rather than 
challenging them. 
 
In an African context, Olinger and Britz have claimed that “[p]rivacy as a notion does 
not function in African philosophical thinking” because it is at odds with the idea of 
Ubuntu.135 Ubuntu, often translated as “I am because we are”, is commonly 
described as a particular form of African humanism that prioritises communalism and 
interdependence over individualism and competition. As such, “[p]rivacy was 
glaringly absent as a cherished value or right within Ubuntu societies” because “[a]n 
individual right will only be accepted if it serves the community”.136  
 
While this criticism of the right to privacy seems to overlap with variations in some of 
the other regions identified above, it highlights a problem that is also faced by 
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privacy and data protection advocates everywhere: namely that it has always been 
“difficult to make the case for the social benefit of personal privacy.”137 However, 
given the potential for detriment that an increasing absence of privacy, caused by the 
widespread appropriation of personal data by new technologies and business 
models, may have not just on an individual but also on collective and societal 
interests, we would argue that now is the time to make that case. 138   

 
In addition, questions of various cultural conceptions of privacy are enmeshed in the 
philosophical realm. Throughout history, one can observe the problematique of our 
common humanity versus cultural difference. Similarly, one reaches as far back as 
the ancient philosophical problem of the One and the Many, found in many domains 
of application.139 For difference (the Many) to be intelligible, we need a conception of 
commonality or identity. Just as the meaningfulness of the idea of the common (the 
One) is predicated on differentiation (the Many). This analogy applies equally to 
conceptions of privacy, as the private is intelligible only in the context of the concept 
of the public just as the public is meaningful only in relation to that which is private.140 
Strictly speaking, therefore, it is not possible for people to have a meaningful public, 
group life without having an individual private life.141 
 
These worldview differences also exist within modern democracies, most 
prominently in those where Indigenous peoples live. These worldviews have 
informed the development of an international instrument, the UN Declaration on the 
Rights of Indigenous Peoples. The rights and worldview of diverse Indigenous 
peoples have come to the foreground in many parts of the world. So has the 
importance of respecting these rights, adjusting laws, and undertaking reconciliation 
in those nations where colonialism has had horrific and unjust impacts. This 
worldview encompasses new interpretations of both individual and group rights. 
Consequently, any new international instrument or domestic law, should consider 
and consult with Indigenous persons living there.  

B. Individual v collective v societal harms 

 
It has long been difficult to make a convincing case for an interpretation of the rights 
to privacy and data protection that includes a communitarian or societal perspective. 
This is largely because of the strong focus in Western liberal thinking on fundamental 
rights as individual rights, where an interference must always also result in verifiable 
detriment to the individual.142 The concept of “harm” in privacy and data protection 
law is complex and contested. Some argue that to be actionable, impact must relate 
to some form of reputational or material harm, while others claim that the concept of 
harm must be directly related to a specific risk and the time at which that risk 
materialises.  
 
So, for example, in the context of discussions about the mandatory retention of 
communications data for law enforcement purposes, authorities have often argued 
that the mere collection and retention of personal data do not represent any risk and 
that therefore no interference with the right to privacy and data protection exists until 
those data are actually accessed. At EU level, this argument was rejected by the 
CJEU in Digital Rights Ireland and subsequent jurisprudence,143 but the argument 
itself prevails in many other contexts.144  
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The problem with this approach is that it relies solely on a concept of privacy harm 
that is both economic and individualized. Adopting this approach, harm will only arise 
if the data subject suffers verifiable (economic) damage or distress. However, 
developments in recent years have shown this conceptualization of privacy harm is 
insufficient. This is not just because of its economic bias but also because it ignores 
a whole range of risks and harms that are suffered not by the relevant data subject 
but by others – often those with whom the data subject shares certain characteristics 
– as well as by society as a whole.  
 
By contrast, a human rights approach does consider non-economic harms, such as a 
harm to human dignity. Human rights statutes are also public law, and recognize that 
a harm to any on persons’ rights is also a harm to the public good. When looking at 
the right to privacy and data protection as fundamental rights, we must therefore also 
consider those more “invisible” harms and the extent to which those harms affect not 
just individual but collective and societal interests. 
 
Just as decisional autonomy is a key principle for the right to privacy, group interests 
rely on the idea of self-determination, now recognised as a core tenet of public 
international law. While first formulated as a political principle, during the era of 
decolonization, the internal aspects of self-determination have gained more 
importance recently. Shaw has described self-determination as “a people’s pursuit of 
its political, economic, social and cultural development within the framework of an 
existing state.”145 

i. Invisible harms 

 
The ability of public and private entities to collect vast amounts of personal data in a 
variety of contexts, to combine it with other data, and to analyse that data at speed 
has led to a situation where personal data circulates freely. Our information flows as 
through a set of “revolving doors”, from public to private (and vice versa), public to 
public and private to private bodies, with little regard for the purposes for which they 
were originally collected. Indeed, there is now increased pressure on public 
authorities to share administrative data they hold with the private sector to promote 
‘innovation’. The prevailing attitude inherent in many contemporary processing 
practices seems to be “if the data is already there, we should be able to use it”.146  
 
This approach not only clearly illustrates the existence of Ohm’s “database of ruin,” 
that is, the risk that data previously considered anonymous may be at risk of re-
identification through their combination with other data, it also highlights the invisible 
privacy harms that can occur when the contextual integrity of personal information 
disclosure is breached.147 As has been previously stated: 
 

From the data subjects’ perspective, it is now almost inevitable that sooner or 
later personal data they disclose to one entity will be shared across two or 
more public or private entities without their specific consent and often without 
their conscious knowledge. It thus becomes impossible for the data subject to 
appreciate, at the time of collection, how long their data will be stored, how it 
will be used in the future, for what purposes and by whom. Data subjects, 
when disclosing their data to anyone, are thus unable to make an informed 
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decision about the risks involved in that disclosure and they are consequently 
prevented from taking reasonable precautions against those risks.148  

 
This represents a shift in the balance of “information power” in favour of the already 
more powerful entity (usually the business or public body) that facilitates the 
commodification of individuals, enables discrimination, and “more fundamentally […] 
subordinates considerations of human wellbeing and human self-determination to 
the priorities and values of powerful actors.”149 As a result, we have been able to 
observe a loss of control by individuals over self-articulation.150 
 
Similarly, current data processing practices increasingly ignore the principle of data 
minimization, which has long been a cornerstone of the CoE and EU data protection 
framework.151 It provides that personal data must be “adequate, relevant and limited 
to what is necessary in relation to the purposes for which they are collected.” 
However, all too often, the attitude of data controllers in both the public and the 
private sector is one of “all the data all the time.”  
 
In the commercial context, Shoshana Zuboff has described this process as 
“surveillance capitalism,” which “unilaterally claims human experience as free raw 
material’ that will then be ‘translated into behavioural data’ and used to ‘fabricate 
prediction products.”152 This tailoring of the user experience to the user’s known 
preferences arguably allows for a level of manipulation never before witnessed. At 
the more benign end, this may increase sales of a business to a customer or simplify 
the provision of public services.153 However, it may also trap individuals in an 

environment where their existing biases are both reinforced and amplified, where 
they are no longer exposed to different goods, services, information, views or 
experiences, or where they are nudged towards viewpoints favoured by the state or 
other organizations in attempts to affect fundamental rights such as the right to vote, 
or the right to form opinions.154 

ii. Collective and societal harms 

 

Profit-as-innovation: Google’s 2012 data linkage policy 
 

In the private sector, the increasing concentration of entire sectors to fewer and fewer 
players has also meant that those players gain much of their “data power” from the 
combination of different types of personal data, often collected by different parts of their 
business for different purposes. For example, in 2012, Google imposed a new privacy 
policy on users across all of its various businesses. It granted itself the right to combine 
user data from sources as distinct as its search business, its content businesses and its 
analytics business and to use those data for purposes never communicated to or 
anticipated by those users at the time of data collection.  
Source: “Updating our privacy policies and terms of service”, Google blog, 24 January 
2012; Available at http://googleblog.blogspot.co.uk/2012/01/updating-our-privacy-
policies-and-terms.html; last accessed on 18 October 2020. 
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In addition to the direct impact new data use practices might have on individuals, we 
must also consider the long-term effect they may have on collective and societal 
interests. Collective harms can arise when the processing of an individual’s personal 
data affects others with whom the individual shares particular features or 
characteristics. This is generally the case where pattern analysis is performed on the 
personal data obtained from a sufficient and representative number of individuals, 
which allows for inferences to be drawn that will equally apply to other members of 
the same group even if their data were not available for direct analysis. For example, 
at a psychological/emotional level, psychometric tests may allow the identification of 
biases and vulnerabilities in certain types of people that can prove useful in 
“nudging” them and others with similar characteristics towards certain desirable or 
profitable behaviours.  
 
At a physiological level, the result of DNA tests, often privately obtained by 
individuals for their reference, can be used in a research context to identify whether 
a person is likely to succumb to a particular disease. This information, in the hands 
of marketers, health professionals and insurance companies could then inform 
decisions on the sort of products and medications with which individuals with similar 
characteristics will be targeted, insurance premiums or even access to certain health 
services. Equally, personal data that individuals specifically disclose to obtain a 
financial or other material advantage, can then be used to create expectations on the 
part of the data user (in terms of desirable or acceptable behaviours) that is then 
imposed on others that have not consented to this kind of financial or convenience 
trade-off. In the data life cycle, this kind of data disclosure often starts out as a way 
to obtain a particular incentive, but quickly moves to becoming the generally adopted 
and unquestioned standard until it finally turns into a tool of exclusion.  
 

Using all the data: Snowden and AI 
 

One obvious example for this ‘collect it all, use it all’ approach is the law enforcement 
and national security context where Edward Snowden’s revelations have highlighted the 
indiscriminate and bulk collection by US and UK security agencies of both content and 
traffic data travelling across, and generated by, electronic communications services. 
Further proof, should it be needed, can also be found in other areas like commerce and 
research. Most recently, the almost messianic promotion of AI technologies gives further 
support to the idea that nearly every commercial, administrative, financial, public policy, 
or public health problem could be solved (or solved more cheaply), if only we had access 
to enough data. Companies and governments alike have therefore begun to reassess 
the value of their databases not for facilitating existing relationships with their customers 
and citizens, but with a view to extracting maximum profit or utility from the data they 
hold on those customers and citizens.  
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Societal harms can arise when the processing of an individual’s personal data 
contributes to data collections or facilitates data processing activities that either 
make the exercise of democratic rights and duties difficult or impossible, or because 
they enable the manipulation of individuals and groups in a way that is capable of 
shifting existing power relationships in society. The chilling effect of ubiquitous 
surveillance of communications is often cited as an example for the first possibility. 
Individuals, who know that their communications are intercepted or even capable of 
interception, will not use certain means of communications for particular purposes. In 
the German Democratic Republic (Communist East Germany), for example, there 
was an understanding that certain conversations were “not for the telephone”. 
However, this change in behaviour can then also have wider implications for political 
participation, resistance and the general resilience of a body politic.  

 
At the same time, the tools of surveillance capitalism outlined above (online tracking, 
profiling, targeting, prioritizing) may be used to target certain messages to the 
specific biases of each individual and, as such, may either encourage those 
individuals to act in a certain way or, indeed, not to act at all. Although it is still 
contested whether political micro targeting was actually successful in influencing 
people’s behaviour – for example, with regard to their vote in the 2016 US 
presidential election or the UK Brexit referendum of the same year – it is clearly 
capable, in general, of amplifying some kinds of information while suppressing 
others.155 
 
Real societal harms currently arise from the fact that we simply cannot yet fully 
ascertain the actual risk posed by those techniques and are therefore incapable of 
defending against it. In comparable contexts where the harm caused by a device, a 
process or a behaviour – were it to manifest itself – would be disastrous for society 
and/or societal values, this has traditionally led to calls for employing the 
“precautionary principle.”156 However, in the context of information, we are often 
faced with a situation where “[i]nformation businesses […] have begun to develop a 
new metaphoric frame that positions the networked information and communications 
environment as a de-politicised, self-regulating apparatus for truth production” when, 
in reality, it is neither and has instead “catalyzed tectonic shifts in relations of 

Health information, insurance and exclusion 
 

In recent years, health insurers have increasingly encouraged their customers to upload 
fitness and nutritional data to their digital systems in exchange for points that could then 
be used to lower insurance premiums or receive cash back. One of the benefits of this 
approach is of course that it encourages responsible behaviour on the part of the insured 
that will not just save the insurer money in the end but will also benefit the individual, 
who should enjoy additional health benefits. However, there is a risk that rather than 
using the points system as an incentive, it will someday be used to calculate insurance 
premiums for all customers, leading to higher premiums for those that do not engage in 
activities judged to enhance their health. From there it is a quick hop and a skip to a 
situation where the latter may no longer be offered health insurance at all because they 
are deemed by insurers to be a bad risk. Insurers will have obtained the personal data 
that will allow them to make those, in their view purely commercial, decisions from only 
a subset of their customers. Nevertheless, the decisions themselves will ultimately affect 
all of them. 
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accountability.”157 The development of an alternative and effective narrative is 
therefore dependent on emphasizing not just the individual but also the public and 
collective value of privacy and data protection. 

C. The public and collective value of privacy and data protection 

 
Pioneering privacy thinkers have always recognised that individuals’ actions (or 
inaction) when controlling (or not) access to their data have the potential of affecting 
not just their own interests but also impact the rights of others and the public interest. 
As one of the first US scholars to address this question, Regan highlighted as early 
as 1995, that in a society that is increasingly reliant on technology “privacy is 
becoming less an attribute of individuals and records and more an attribute of social 
relationships and information systems or communication systems.”158  
 
She affirms that privacy, in addition to being an individual value, is also a public and 
collective value, and argues that the collective value of privacy is instrumental in 
underpinning democratic institutions and practices. These distinctions between 
privacy as a collective value, public value and a common value, take on very 
different meanings within her framework. Anticipating the more recent developments 
with regard to collective and societal harms caused by data processing activities 
based on individual consent, she argued even then that there is a risk that “[i]f one 
individual or a group of individuals waives privacy rights, the level of privacy for all 
individuals decreases because the value of privacy decreases.”159 
 
Even earlier, in 1987, Spiros Simitis, posited that “modern forms of data processing 
have altered privacy discussion in three principal ways.”160 One, they express 
conflicts affecting everyone, but do so in a way, which represents them as individual 
concerns. Two, they make it possible, using new technologies, to record and 
reconstruct individual activities in minute detail, thus normalising perpetual 
surveillance. Three, they are increasingly used to enforce standards of behaviour, 
thus granting additional power to those that are in a position to determine what those 
standards should be. All three of those developments solidified into the ubiquitous 
online behavioural tracking of individuals, the creation of detailed profiles about them 
and the use of those profiles to influence their beliefs and their commercial and 
political decisions.161 
 
Referring back to the German Constitutional Court’s 1984 Census decision, Simitis 
emphasises the extent to which privacy facilitates the exercise of other rights, 
including freedom of speech, freedom of association and freedom of assembly. As 
none of those rights “can be fully exercised as long as it remains uncertain whether, 
under what circumstances, and for what purposes, personal information is collected 
and processed”, he argues that a loss of privacy will always also constitute a loss of 
“democratic substance.”162 Privacy protection must become more than just the 
protection of any particular right. Rather the level of protection granted to individuals 
may “determine the choice between a democratic and an authoritarian society.”163 
 
The Court made a similar point in its decision.164 In particular, the court noted that 
individuals who are unsure whether their behaviour is indeed observed by those with 
power over them might be significantly inhibited in their exercise of other rights that 
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are generally viewed as important rights of political participation (including, for 
example, their freedom of association or assembly).165 This, the court argues, 
impacts not only the individuals themselves. On the contrary, informational self-
determination is “an elementary prerequisite for the functioning of a free democratic 
society predicated on the freedom of action and participation of its members”. Unlike 
traditional views of liberty and self-determination, the court viewed those rights not 
as existing in isolation. Instead, individual liberty and the public interest (in the 
existence of a free society) are framed as equal targets of constitutional protection. 
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6. Relationship of privacy with other rights and values 

 
The rights to privacy and data protection are not absolute rights. One of the 
fundamental human rights principles is that they are each all interrelated and 
interdependent. Incursions into and derogations from these rights are possible when 
necessary to reconcile privacy and data protection with other societal rights and 
interests. In its General Comment on Article 17 ICCPR, the UN’s HRC provides that 
privacy must not be interfered with unless reasoned by law and only where essential 
in the interests of society.166  
 
Article 8 ECHR similarly recognises that interferences with the right to respect for 
private life are permissible where the interference pursues a legitimate aim, is in 
accordance with the law and is proportionate, that is it does not go beyond what is 
necessary to achieve that aim. Such qualifying provisions ensure that the rights to 
data protection and privacy give way to other rights and interests where desirable, 
yet only to the extent necessary to achieve these rights and interests.167  
 
To cite one example of these interactions, consider Article 27 of the UDHR which 
states that “everyone has the right freely …to share in scientific advancement and its 
benefits.” It is not hard to imagine scenarios, given current research protocols, where 
if someone was forced to relinquish personal data in order to share in the scientific 
innovation of the digital age, this may be a contravention of article 27. Similarly, 
Article 29 states “in the exercise of his rights and freedoms, everyone shall be 
subject only to such limitations as are determined by law solely for the purpose of 
securing due recognition and respect for the rights and freedoms of others and of 
meeting the just requirements of morality, public order and the general welfare in a 
democratic society.”  
 
Which is all to say, even privacy as a fundamental right has to be framed in context. 
As already discussed, not only can privacy and data protection be reconciled with 
other rights and interests, in a variety of circumstances, respect for these rights is 
key, or, at least, will facilitate the attainment of other relevant rights and interests of 
individuals, such as freedom of expression. Another example is the right to freely 
form and hold an opinion under the UDHR (Article 19) where a clear linkage is made 
between privacy and the rights to autonomy and forming opinions.168 These rights 
could therefore correctly be classified as both qualified rights and enabling rights.  

A. Security 

 
Public and national security is most often cited as a right that conflicts with the rights 
to privacy and data protection. This is particularly the case since the attacks of 11 
September 2001 in the U.S., which sparked a host of new laws that granted law 
enforcement and security/intelligence services wide-ranging powers to collect and 
process citizen’s personal data. Indeed, national security is one of the interests 
specifically listed in many human rights instruments as a ground to restrict qualified 
rights like privacy and data protection.169  
 
As a result, human rights instruments and human rights courts have developed 
strong substantial and procedural safeguards to limit the interference by law 
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enforcement and security services to that which is necessary and proportionate. For 
example, the European Court of Human Rights in Klass v Germany insisted that any 
exception to the right to privacy, particularly where the measure in question 
facilitates the surveillance of citizens’ communications, was to be narrowly 
interpreted. It held that, “Powers of secret surveillance of citizens, characterizing as 
they do the police state, are tolerable under the Convention only in so far as strictly 
necessary for safeguarding the democratic institutions.”170 Moreover, in 2021 the 
CJEU determined in Case C-746/18 (Prokuratuur) that access to a set of traffic or 
location data for criminal investigative purposes, which provides precise conclusions 
concerning a person’s private life, “is permitted only in order to combat serious crime 
or prevent serious threats to public security”. 171  

B. Political Participation 

 
Connected to the question of security is the threat that restrictions on privacy and 
data protection present for democratic institutions, as documented for example by 
the UN Special Rapporteur on rights to freedom of peaceful assembly and 
association.172 Bennett and Raab have argued that, in the context of much of current 
public policy, privacy is viewed as an obstacle that must be overcome because it 
conflicts with public or community values like national security or, currently, public 
health.173 However, this ignores the fact that privacy is itself a social or public value 
that supports other objectives of public administration. For example, good 
protections for voter privacy (e.g. secret ballots, mail-in and advanced polling, etc.) 
result in higher voter turnout and satisfaction with the process and thus promote the 
objective of political participation.174  
 
In other areas, this also suggests that the convenience and efficiency that both 
public and private entities derive from the creation of large data stores (for example, 
centralized national health records) or methods of ubiquitous surveillance (like 
CCTV, facial recognition technologies or online behavioural tracking) must be 
balanced against the possibility of abuse. Effective technical and regulatory security 
features can prevent the “database state” from becoming the virtual equivalent of 
Jeremy Bentham’s famous Panopticon prison model. This is because the “unequal 
gaze” that characterizes that kind of surveillance carries the risk of causing the 
internalisation of a disciplinary mind-set in those observed. While, on the one hand, 
this means that individuals living under that gaze are less likely to break rules or 
laws, on the other hand, they may be deterred from exercising their individual rights 
and freedoms or from generally participating in the democratic process. In the words 
of Bloustein, “privacy guards our individual wants against conformist pressure”.175  
 
Moreover, the unchecked use of personal data by public authorities is also likely to 
have other negative effects on society, including on social trust and social 
coherence. Lyon has argued that automated means of data processing can lead to a 
situation where “human beings are siphoned as data flows, to be reconstituted as 
‘data images’ in the databases of the authorities”.176 What has become clear in 
recent years, is that if data users can use those data images for the purpose of risk 
profiling, such profiling has the potential to evolve into a form of “social categorising” 
which may privilege some citizens and disadvantage others by including them in 
“suspected categories” in advance of any crime committed by them.177 In other 
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words, what begins as a problem of untargeted over-collection devolves into 
potential discrimination and mistreatment of specific individuals.    
 
In addition, profiling systems also represent a risk “of reproducing and reinforcing 
social, economic and cultural divisions in informational societies”. 178 Measures that 
undermine social trust also undermine, through their emphasis on individual 
behaviour, social solidarity.179 In this context, Regan emphasises the importance of 
privacy in preventing fragmentation of the public realm by encouraging individuals to 
operate within it on the basis of their commonality rather than their differences.180 
Bennett and Raab further point out that social categorising may lead to privacy 
inequities where the “political public realm is harmed if restraint on arbitrary power 
can only be exercised by certain, perhaps privacy-privileged, persons or 
categories”.181 The existence of “privacy haves” and “have nots” may therefore be 
just as damaging to the social fabric of society as the privacy intrusions carried out 
by public and private institutions. 

C. Public Health and other public interests 

 
The issue of public health has been at the forefront of public consciousness in recent 
times. Many states have proposed data-informed responses to the Covid-19 
pandemic, raising concerns, on the one hand, about the compatibility of such 
initiatives with fundamental rights, and, on the other, that fundamental rights 
protection might impede effective responses to the pandemic.182 A primary example 
of a data-centric response to the pandemic has been the rollout of “contact tracing” 
applications in states across the world. These applications provide an excellent 
example of the qualified nature of the rights to privacy and data protection as well as 
the role respect for these rights plays in promoting public trust.183 
 

Contact-tracing mobile applications  
 

Contact-tracing applications detect when one mobile device is proximate to another 
one and log this encounter. This log of contacts can be maintained on the device 
or on a centralised server. If an individual has relevant symptoms, or tests positive 
for COVID-19, then this information can be input into the application. The risk of 
other contacts contracting the illness is then calculated, whether on the device or 
on a centralised server, and “at risk” contacts are notified. Applications based on 
both centralised and decentralised personal data processing entail an interference 
with the rights to privacy and data protection. However, provided that such 
interferences are in accordance with the law and relevant safeguards are put in 
place to minimise this interference, such applications are nevertheless deemed 
compatible with these rights. For instance, in England and Wales, the original 
application proposed by the National Healthcare Service (NHS) and supported by 
government was one which collected the details of proximate encounters on a 
centralised server where the risk of infection was also calculated before being 
communicated to affected individuals. This application attracted a lot of negative 
publicity as a result of the failure to articulate clearly the purposes of centralised 
data processing and who would have access to data as well as to comply with 
basic data protection safeguards such as storage limitation. Respect for these 
fundamental rights could bolster public trust in these applications, thereby 
improving their overall effectiveness as research suggests high take-up rates (of 
60% of the population or more) are critical to their efficacy. 
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While the temptation might exist, therefore, to cast aside or limit the application of 
these rights in times of turmoil such as a pandemic, the existence of legal 
frameworks giving expression to these rights can prove beneficial. Indeed, the 
absence of regulation to protect these rights, or very limited regulation (for instance, 
only applying to public sector health providers), could leave the door open to a wide 
array of actors providing contact-tracing applications. In the context of contact-
tracing applications, one reliable application that is human rights compliant is 
infinitely superior to a variety of competing applications of questionable quality.  

D. Freedom of expression 

 
The Internet is credited with disintermediating speech; whereas once mass 
communication was only available to privileged speakers, such as television and 
radio channels and the print press, now anybody with an Internet connected device 
has the capability to broadcast to the masses. The Internet also challenged 
traditional territorial borders, allowing individuals and groups to connect with new 
audiences and to discover new content. These developments are generally viewed 
as positive from a freedom of expression and information perspective. They have, 
however, brought freedom of expression and information into increasingly frequent 
tension with the rights to privacy and data protection, with the most prominent 
example of this being the application of the so-called “right to be forgotten”. Yet, what 
the application of the “right to be forgotten” illustrates is that, if neither freedom of 
expression and information, nor data protection and privacy are treated as absolute 
rights, they can be reconciled in a manner that respects the essence of all rights.  
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It is important also to recall the role of data protection and privacy in enabling the 
right to freedom of expression and information. Privacy is co-constitutive of free 
speech184 and has been described by a former UN rapporteur on free speech “as a 
gateway for freedom of opinion and expression.”185 Richards explains this facilitating 
role eloquently when he argues for our “intellectual privacy”; a type of privacy 
required not just by intellectuals but also by all of us.186 From a normative 
perspective, he argues that intellectual privacy is the bedrock of free speech. This 
recognises that freedom of thought and belief are needed for new ideas to develop 

The ‘Right to Be Forgotten’  
 
The “right to delete” found in EU data protection law can be invoked by an individual 
against a search engine when their name is used as a search term in order to have 
certain links de-listed from the results returned. In the Spain CJEU judgment the Court 
indicated that such deletion, in that instance of information regarding an insolvency 
almost two decades earlier, could occur where the data processing was incompatible 
with data protection law. In practice, this finding required the Court to reconcile the data 
protection and privacy rights of the individual concerned with the freedom of expression 
and information of users of Google’s search engine. In so doing, the Court held that, as 
a rule, the data protection and privacy rights of the individual would override the interest 
of the public in receiving this information, unless there is a preponderant interest of the 
public in receiving the information. The Court indicated given the sensitivity of the 
information for the individual concerned and that the events to which it pertained had 
occurred 16 years previously that the link should be delisted in some circumstances. 
Subsequent case law in the UK and Germany has recalibrated the “general rule”, in 
order to balance more evenly the scales between data protection and privacy and 
freedom of expression. While this fine-tuning is inevitable, the qualified nature of the 
Court’s findings has always allowed for such reconciliation. A number of important 
qualifications merit noting. 
 

• While the judgment led to claims that “legal” materials were being delisted from 
search engines, the materials delisted are “illegal” as they are incompatible with data 
protection law. The right to delete does not give the individual a right to have any 
information they wish deleted. It is compatibility with the legal framework that is 
decisive, as opposed to the subjective preferences of the individuals or whether they 
were prejudiced by the information.  

 

• The right does not require the personal data to be struck from the historical record. 
The Court distinguished between publication by the original website and the 
availability of the information on Google’s search engine, which affects the 
fundamental rights to privacy and data protection “significantly and additionally”, 
compared to website publishers. (Google Spain, para 38). This reasoning 
recognises that publication and distribution in different contexts can have 
qualitatively different impacts on the rights to data protection and privacy.  

 

• The right does not apply when the individual data subject plays a part in public life, 
such as “senior public officials, business people and members of (regulated) 
professions”. In practice, this means that delisting requests will ‘systematically take 
into account the interest of the public in having access to the information. If the 
interest of the public overrides the rights of the data subject, de-listing will not be 
appropriate’. By recognising that not all information in which the public has an 
interest is of public interest, these rights can be reconciled in a way that respects the 
core tenets of all. 
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and for citizens to be able to “make up their own minds about ideas big and small, 
political and trivial.”187 Privacy is a pre-condition for this kind of thought.  
 
From a related empirical perspective, in the absence of privacy, when we are 
surveilled (by public or private actors) there is evidence to suggest that our freedom 
of thought and action is affected. Richards claims that “when we are watched while 
engaging in intellectual activities, broadly defined – thinking, reading, web-surfing, or 
private communication – we are deterred from engaging in thoughts or deeds that 
others might find relevant.”188 We can therefore see that privacy protects key aspects 
of expression, ranging from initial opinion formation to the subsequent dissemination 
of that opinion. It creates the environmental conditions in which free speech can 
flourish.  
 
Moreover, beyond the need for intellectual privacy, it is possible to envisage many 
circumstances where a denial of access to information may itself constitute a breach 
of the right to private life. One vivid example of this is the case taken against the Irish 
government by Open Door and Dublin Well Woman.189 The applicants had been 
subject to an injunction restraining them from providing certain information to 
pregnant women by way of non-directive counselling about abortion facilities. The 
applicants argued that the denial to them of access to information concerning 
abortion abroad constituted an unjustifiable interference with their right to respect for 
private life in addition to a violation of their freedom to receive this information.190 
 
The relationship between privacy and data protection and freedom of expression and 
information is multi-faceted. Where these rights conflict, each cedes ground to 
accommodate the other, as occurs with the right to be forgotten. In other 
circumstances, these rights are two sides of the same coin, complementing and 
supporting one another. For example, it is the experience of many marginalized 
groups that their right to free expression can often only be protected and exercised 
with a tangible right to privacy (e.g. LGBTQ2SI teens living with adults who are 
homophobic or transphobic, or women in domestic abuse situations).191 

E. Equality and non-discrimination 

 
Equality, non-discrimination, and privacy are intrinsically linked together in the 
modern era. 
 
The right to privacy can enable groups of marginalized persons to seek common 
community without fear, to organize and protest, and to advocate for their equality 
rights.192 It can also protect children from harm and aid their full and equal 
development. It can enable people with disabilities to receive accessible services 
and to be accommodated without being forced to over disclose personal medical 
information. It can assist women and LGBTQ2SI persons to find safety and 
acceptance, and to seek ways out of domestic violence or abuse. It can help protect 
them from online harassment and real world hate crimes.193  
 
The right to privacy can also enable a more meaningful realization of other equality 
rights.  
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New uses of AI are of particular concern when used where people are vulnerable and 
may have little information or resources about how to assert their privacy or human 
rights. This is especially and alarmingly true for children194, who are increasingly living 
their lives deeply affected by surveillance technology from the time of their birth195. In 
the midst of rapidly developing and critical discussions196 at the UN,197 regional,198 and 
national199 levels about governance, regulation, and guidance,200 and the importance 
of human rights in these frameworks and debates201 UN bodies202, civil society 
organizations203, human rights advocates204, academic and research institutes205, 
Privacy Commissioners206 and National Human Rights Institutions207 all have 
important roles to play in these debates about how to ensure human rights are fully 
protected and appropriately enhanced as technology advances.  
 

It may also be useful to note that operationally, in many states, although an 
international instrument or a domestic constitution with equality provisions may bind 
the State’s actions, they may not provide accountability or remedy from actions of 
private companies. Domestic human rights codes which are quasi-constitutional in 
nature, are an important additional legislative protection. They can promote equality 
and privacy rights, and they can hold both the public and the private sector equally to 
account for discrimination. For many states, National Human Rights Institutions such 
as human rights commissions, exist side by side with national or regional privacy 

Tackling Algorithmic Discrimination 
 
In its Closer to the Machine report, the Office of the Victorian Information Commissioner 
provides several examples of algorithmic forms of discrimination in both public and 
private sector contexts including, for instance, Amazon’s use of an experimental hiring 
tool which scanned and scored the résumés of job applicants, and was biased towards 
men as the AI had been trained using a dataset compromised of predominantly male 
résumés (p.29/30). The report (p.32) identifies a number of factors that act as barriers 
to understanding when algorithmic discrimination has occurred. These include that:  
 

• The affected individual may not realise that the decision had been made by an AI 
system;  

• The user of the AI system may not be obliged to provide an explanation, particularly 
in a commercial setting;  

• The designer of the AI system may resist disclosing its reasoning process in order 
to maintain commercial and competitive advantages and secrecy; and  

• The AI system’s audit trail may not identify which factors are deemed particularly 
relevant to the decision or recommendation made by the AI system.  

 
The EU’s GDPR provides for a right to explanation, which includes an obligation to 
provide the individual with information regarding the “existence of automated decision-
making, including profiling” and “meaningful information about the logic involved, as well 
as the significance and the envisaged consequences of such processing for the data 
subject”. This obligation applies both when personal data are first obtained or within a 
reasonable period thereafter (Article 13(2)(f) and 14(2)(g) GDPR) and once personal 
data processing is underway (Article 15(1)(h) GDPR). In a similar vein, the modernised 
Convention 108 gives individuals a right to obtain, on request, “knowledge of the 
reasoning underlying data processing where the results are applied to the data subject” 
(Article 9(1)(c)). Data protection law therefore helps overcome the barriers to 
understanding algorithmic discrimination and to uncover discriminatory practices.  
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commission offices, and can support and complement each other’s work in both 
equality and privacy areas.  
 
Another type of relationship between data protection and privacy and the right to 
equality centres primarily on the role of data protection and privacy in concealing or 
revealing discriminatory practices. The rules around the processing of sensitive 
personal information are sometimes said to hinder efforts to gather data for the 
purposes of assessing and mitigating discrimination.208 For instance, Binns and 
Veale suggest that many of the methods to tackle discrimination in algorithmic 
systems implicitly assume that organisations hold these sensitive data while they 
may not in order to ensure compliance with the data protection framework.209  
 
However, more frequently the rights to privacy and data protection act to support 
efforts to combat discrimination. Indeed, some of the first international documents on 
data protection and privacy – two Resolutions of the Council of Europe on the 
protection of privacy in electronic data banks – set out safeguards to apply 
“especially when electronic data banks processing information relating to the intimate 
private life of individuals or when the processing of information might lead to unfair 
discrimination”.210 Moreover, many modern data protection frameworks contain a 
general principle of “fair” personal data processing, which is understood to mean 
“non-discriminatory” amongst other things.211 For example, the Brazilian “Marco Civil 
da Internet” lists amongst the general principles for personal data processing “non-
discrimination” rather than fairness, indicating that the Brazilian legislature 
considered that non-discrimination was the critical element of fairness to be 
protected.212 Similarly, the French Data Protection Authority in a recent report on 
Algorithms and AI has concluded that “a fair algorithm should not end up generating, 
replicating or aggravating any form of discrimination.”213  
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7. Next steps: Options for the development of the rights to privacy and data 
protection  

 
In light of both the inherent and the instrumental value of the rights to data protection 
and privacy for individuals and society, the effort to strengthen their recognition and 
application is justified. Despite the clear links between data protection and privacy 
and other rights, as outlined above, we have yet to secure optimal protection of 
either. While many factors contribute to this lack of effective remedy, two are worth 
emphasising.  
 
First, as alluded to above, despite the proliferation of data protection regimes 
worldwide,214 there are widening distinctions between privacy and data protection 
frameworks. On the one hand, there are regimes that are underpinned by 
fundamental rights and secure rights for individuals and society. Conversely, there 
are those that are more market-oriented and seek primarily to secure data 
liberalisation interests. Both models have powerful proponents. However, from the 
standpoint of individual recourse, the more countries that shift towards the 
fundamental rights model, and interpret their regulatory frameworks in a way that 
promotes rights protection, the more effective this protection will be.  
 
Second, for those countries that do endorse a fundamental rights approach to 
personal data protection, it is important that the law is effectively implemented in 
local legislation, and subsequently applied, and enforced. This includes establishing 
an independent authority to supervise data protection enforcement and ensuring that 
the work of that authority is facilitated through adequate resources and freedom from 
external interference. This public-led regulation should be bolstered through 
procedures for private recourse as well, one that recognises and facilitates individual 
actions for damages as well as representative actions to address collective and 
systemic data protection failings.  
 
Presently, at both domestic and international levels, existing data protection and 
privacy instruments are inadequately enforced. The failure to address these 
challenges will void data protection law of any real substance, turning what should 
be an effective mechanism to protect rights and enhance trust and accountability in 
the digital era into a tick-box exercise that legitimises rather than challenges data 
misuse and abuse.  
 
In light of the importance of securing effective data protection and privacy, the 
question then becomes how such effective rights protection should be ensured. The 
primary choice here is whether to advocate for new legal instruments that explicitly 
recognise the fundamental rights dimension of data protection and privacy, or to 
advocate for the strengthening and enhancement of existing domestic and 
international legal protections.  
 
Over the past decades, many European States have introduced constitutional 
protection for data protection within their domestic legal orders. Most recently, for 
instance, in Luxembourg a constitutional reform project envisages the inclusion of a 
right to “informational self-determination” in the Constitution (in addition to the 
existing right to privacy found in Article 11(3)). The EU Charter right to data 
protection and the German jurisprudence on informational self-determination 
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explicitly inspires this proposal.215 While this approach offers the benefit of a firm 
legal footing for the rights to data protection and privacy, it also risks being 
cumbersome in states where Constitutional reform requires significant procedural 
steps (such as approval by referendum). Treaty change at the international level can 
be even more protracted. It is for this reason that the second approach – the 
strengthening of existing domestic and international legal protection – is preferable. 
Not only is this approach more realistic to achieve in practice, it is also more 
respectful of the divergent constitutional and cultural contexts of states.  

A. Maximising the Potential of Existing Protection at Domestic Level  

 
The immediate, and therefore pragmatic, approach to secure widespread recognition 
of the rights-based nature of data protection law is to advocate for the explicit 
recognition of the rights to data protection and privacy in domestic constitutional 
statutes and frameworks, as applicable. Domestic constitutional and supreme courts 
tend to have the capacity to draw on existing constitutional provisions in order to 
recognise these rights. As discussed above, this is the path followed by the German 
Constitutional Court in developing a right to informational self-determination based 
on existing rights to human dignity and self-determination in the German Basic Law. 
 
This was also the approach taken by the Supreme Court of India in its Puttaswamy 
judgment in 2017. In this judgment, the Supreme Court unanimously concluded that 
the right to privacy is a constitutionally protected right in India although it is not 
explicitly provided for in the Indian Constitution. The nine-judge bench delivered six 
distinct opinions, each of which differed subtly in terms of reasoning. However, what 
they shared was the view that privacy could not be disconnected from other existing 
constitutional rights, such as liberty, dignity and freedom of expression. As the 
judgment states:  
 

Privacy has not been couched as an independent fundamental right. But that 
does not detract from the constitutional protection afforded to it, once the true 
nature of privacy and its relationship with those fundamental rights which are 
expressly protected is understood. Privacy lies across the spectrum of 
protected freedoms.216 

This reasoning offers a promising example for the development of privacy and data 
protection rights in other jurisdictions. What is also pertinent about the leading 
judgment (of DY Chandrachud J) is that in addition to its detailed engagement with 
domestic privacy jurisprudence and constitutional rights, it also examined and drew 
inspiration from many other jurisdictions including the European Court of Human 
Rights and the Inter-American Court of Human Rights as well as leading privacy 
scholarship. Such cross-fertilisation of jurisprudential developments and ideas could 
also be useful in facilitating the recognition of these rights in other jurisdictions.  

The advantage of this approach is that, if permitted under the domestic legal system, 
it would not require any radical constitutional or other legal reform. In order to assess 
the viability of privacy promulgation in this way, a starting point could be to examine 
the existing constitutional framework and jurisprudence and to identify common 
elements that could be relied upon to support a right to privacy, as well as the courts´ 
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powers to interpret and recognize fundamental rights. Where this seems plausible, 
the data protection and privacy community (regulators; international organisations, 
such as the Council of Europe; academics and other stakeholders) could work with 
local organisations to provide expertise and engage in capacity and awareness 
building on data protection and privacy issues.  

B. Encouraging Convergence around Existing International Rights-Based 
Instruments 

 
Rather than attempting to reach consensus around a new international data 
protection instrument, securing convergence around an existing international rights-
based instrument may be preferable. In considering which instrument would be best, 
there are three candidates for consideration.  
 
A first option might be to encourage further convergence on data protection and 
privacy principles under the auspices of the existing privacy provision in the ICCPR. 
In particular, the objective would be to encourage compliance and enforcement with 
the ICCPR right and ensure its interpretation and application are fit for a digital age. 
For instance, the UN HRC could adopt a new, updated “General Comment” on 
Article 17 ICCPR, recognising the collective interests served by the right to privacy 
and modernising its interpretation of Article 17.  
 
However, given that existing UN approaches in this area have not been successful, 
this approach is risky. In particular, the UN’s broad membership includes states that 
are strongly committed to economic-based approaches to data protection as well as 
rights-based approaches. There is a risk that these mixed perspectives on the 
appropriate role of data protection in a digital environment would ultimately weaken 
any protection offered through the UN.  
 
A second option would be to encourage convergence around the EU’s GDPR as an 
international standard. The substantive provisions of the GDPR for personal data 
processing are myriad and carefully detailed, as they were drafted with the 
understanding that personal data processing has ramifications for fundamental rights 
and must therefore be subject to robust safeguards. Moreover, many states 
worldwide are already cognisant of these standards. In some states, the GDPR has 
been explicitly or implicitly taken into account when drafting domestic legislation in a 
bid to secure an “adequacy” finding necessary to ensure cross-border data flows 
between EU and non-EU States.217  
 
Nevertheless, the option of convergence around the GDPR standard may not be the 
most desirable for a number of reasons. Most importantly, given that the GDPR is 
touted as a “gold-standard” for data protection and is designed to ensure further 
European integration through strict and prescriptive provisions, it may be beyond 
immediate reach as a legal standard for many states. Moreover, at present the only 
non-EU signatories to the GDPR are from European Economic Area states (Iceland, 
Liechtenstein and Norway). There is no other mechanism currently envisaged for 
non-EU and EEA States to sign up to GDPR standards officially.  
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The third, and perhaps most viable, option is therefore to encourage convergence 
around the Council of Europe’s Convention 108+. Convention 108+ “modernises” the 
original Convention 108 through an amending Protocol (CETS No 223). The merits 
of supporting further international convergence through Convention 108+ are as 
follows.  
 
First, while Convention 108+ will not enter into force until 2023 at the earliest, non-
European State signatories can already request accession to this instrument.218 
Although details of the “Evaluation and Follow-up Mechanism” envisaged by 
Convention 108+ have not yet been finalised, requests for accession to the 
Convention will initially be assessed by the “Convention Committee” which will 
evaluate the effectiveness of the measures the requesting State (or international 
organisation) has taken to give effect to the Convention’s provisions.219 Following 
this assessment, the Convention Committee then adopts a positive or negative 
opinion of the requesting state’s eligibility for accession that is sent to the Committee 
of Ministers of the Council of Europe.220 At present, eight non-Member States of the 
Council of Europe have ratified Convention 108, while three have signed and one 
ratified Convention 108+.221 Non-European States also currently act as observers in 
Convention 108’s “Consultative Committee” (which will be replaced by the 
Convention Committee).222  
 
A major advantage of Convention 108+ is that it is already designed to be an 
international, multilateral data protection standard and has the relevant procedures in 
place for accession.223 Indeed, the Council of Europe has stated that it remains 
committed to assist parties in 
 

a speedy accession to the Protocol (CETS No 223) by the maximum number of 
the current States Parties to Convention No. 108 in order to facilitate the 
formation of an all-encompassing legal regime of data protection under the 
modernised Convention, as well as to ensure the fullest possible representation 
of States within the Convention Committee.224 

 
The Council of Europe already has a model in encouraging adoption of its 
Conventions beyond European borders and ensuring they become truly global in 
nature. For instance, 21 non-European parties have ratified the Cybercrime 
Convention.225 
 
Second, the standards set out in Convention 108+ are stricter than those found in 
Convention 108, thereby ensuring the instrument is in line with the most recent 
generation of data protection laws. However, these standards are not as prescriptive 
as those found in the EU’s GDPR thereby offering a potential “happy medium” and 
often an important margin of appreciation for many countries. As Greenleaf notes, 
amongst the advantages that Convention 108+ accession offers for States is “best 
practice recognition”, that is recognition that “a country’s data protection standards 
have achieved ‘international best practice’, in the opinion of an increasingly global 
group of the country’s peers.”226 Moreover, for States that wish to go further than the 
standards set out in Convention 108+ this is not precluded (see Article 13 of 
Convention 108+). Convention 108+ could therefore be seen as an “off-the-shelf” 
global data protection standard pitched at the right level for widespread accession.  
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A third advantage of encouraging convergence around Convention 108+ as a global 
data protection standard, underpinned by fundamental rights, is that such 
encouragement is already present. The European Commission has encouraged for 
instance accession by non-European countries to Convention 108+ as “the only 
binding multilateral instrument in the area of data protection” and “promoted the swift 
adoption of the modernised text with a view to the EU becoming a Party”.227 Equally, 
the UN Special Rapporteur on the Right to Privacy has suggested that member 
states be encouraged to ratify Convention 108+ as “an interim minimum response to 
agreeing to detailed privacy rules harmonised at global level”.228 
 
This is not to suggest that accession to Convention 108+ should be viewed as a 
panacea for privacy and data protection. It presents two key challenges. The first 
challenge relates to substantive standards. As Greenleaf notes, for many countries 
some of the pre-requisites for accession (in particular, being recognised as a state 
and being a democratic state) are unlikely to be fulfilled anytime soon.229 Accession 
for these states is therefore an unrealistic near-term prospect. Other conditions for 
accession include the presence of an independent oversight authority and rules 
encompassing public sector as well as private sector data processing. While feasible 
for other states, they would require legal and cultural change. Finally, it is not clear 
that existing regulators (e.g. national human rights institutions), rights-holders or civil 
society advocates more broadly favour this specific approach. Open governmental 
consultation with these groups and bodies should therefore occur in advance of 
major reforms. 
 
Greenleaf identifies a number of ways in which accession could be facilitated for 
those with the will to do so. These include:  
 

• The publication of a policy document by the Consultative Committee which 
emphasised the most important elements of the accession evaluation;230 

• The need for the 108+ Convention Committee (which will eventually be 
replaced by the Consultative Committee) and the Committee of Ministers to 
be flexible when it comes to the application of the Convention’s accession 
standard;231 

• The appraisal of accession prospects by “independent or ‘unofficial’ analysts 
such as academics” to ensure that viable accession requests are prioritised 
and that there is an “adequate basis for public debate on the future prospects 
of such international agreements.”232  

 
Keeping these recommendations in mind, it is evident that while all States cannot 
achieve Convention 108+ standards at present, there are ways in which such 
accession can be facilitated and streamlined which the Council of Europe is ready to 
support.  
 
A second challenge relates to the enforcement of Convention 108+ standards. 
Currently, the existing regime can only hold signatories of the ECHR liable for non-
compliance. However, a straightforward, although non-conventional mechanism is to 
be established based on article 17 of Convention 108+. This new procedure could 
represent a powerful instrument in enforcing individual cases even in trans-border 
contexts and would be based on an obligation for supervisory authorities to 
cooperate with each other, in particular by a) providing mutual assistance by 
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exchanging relevant and useful information and co-operating with each other (…) 
and by b) co-ordinating their investigations or interventions, or conducting joint 
actions. If a state Party however would be found to be in violation of the modernised 
Convention, Article 4, paragraph 3 of Convention 108+ should give enough basis to 
the Convention Committee to a) evaluate the situation, b) recommend measures to 
take to reach compliance with the provisions of the Convention and to c) apply 
sanctions based on the provision of the Convention itself (such as in paragraph 1 of 
article 14) or based on Vienna Convention on the Law of Treaties. Those measures 
could surely contribute to - or result in – consistent national compliance with the 
Convention. However, they are still to be developed and put in place for all existing 
and future Parties, which could represent some challenge. 
 
In the meantime, other Parties and the Convention bodies (the Consultative 
Committee, the Secretariat and the Council of Ministers) could try to enforce 
compliance through diplomatic means, this is a non-binding mechanism. There are 
however a number of alternative possibilities here. Most evidently, the 1st Optional 
Protocol to the ICCPR has been ratified by 115 UN Member States. It allows 
individuals who claim that a signatory of the Protocol has violated their ICCPR rights 
and who have exhausted all available domestic remedies to submit a 
“communication” to the Committee for consideration.233 The HRC can then issue 
non-binding recommendations to the State concerned.  
 
Another option might be to consider the possibility of enforcing the provisions of 
Convention 108+ through regional human rights frameworks, such as the Inter-
American human rights system or by the African Court on Human and Peoples' 
Rights. Existing data protection networks (such as APPA, GPEN, AFAPDP and the 
GPA) could also more actively engage with existing UN mechanisms (such as the 
High Commission for Human Rights, the Special Rapporteur for the right to privacy, 
and various committees) already involved in analysing and promoting the right to 
privacy in the digital age.234 
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C. Conclusion 

 
The evidence, trends, case law and findings reviewed and reported upon – both in 
the body of this report and its accompanying jurisdictional review – lead our GPA 
working group to the conclusions enumerated below. Some of these may appear 
self-evident (even axiomatic) for those working in the data regulation or rights 
protection fields, as they are phenomena that have been unfolding for over two 
decades. We restate them emphatically below to better direct future deliberations 
and actions to improve the status of privacy rights globally.  
 
1. Without clear and rigorous protection and effective enforcement of privacy 

and data protection rights, other civil and political rights of citizens 
worldwide are imperilled. Freedom of belief, freedom of movement, right to free 
association and peaceful dissent all hinge upon substantive privacy and data 
protection protections, as do human dignity and equality. Each comes under 
constant pressure from state and commercial actors. A world where individuals find 
the gaze of government and corporate surveillance unavoidable cannot be 
described as open, free or fair. 

2. Any proposed solutions or reforms to the current problems must be 
workable across national borders and apply to all sectors of distinct 
economies. Silo approaches to regulation (as in efforts to bring tax fairness, 
environmental protections or improve public health) only create further gaps, 
inequities, blind-spots and exceptions. The rights people enjoy offline should apply 
equally to their digital selves, and the rights of privacy people expect their 
governments to respect should be equally observed by commercial entities. Free 
enterprise does not mean free-for-all and laissez-faire should not mean companies 
get to decide what is fair. The last decades have also shown the flaws and limitation 
of industry self-regulation and the need for binding protection and remedies for 
rights to be applied.   

3. Protections afforded by local constitutions and laws, bilateral agreements, 
or international conventions and covenants need actual, effective real-world 
analysis, support, promotion, education and enforcement. Human rights, 
untethered from reality, which allow no meaningful redress or where remedy is too 
complex and expensive to seek, are empty promises. For truly effective 
accountability to occur, oversight bodies must be adequately resourced, political 
independent, appropriately staffed and able to cooperate locally and domestically 
with rights-holders and their advocates, and globally with peers, NHRIs, state 
bodies, regional and international organizations and UN mechanisms. These 
principles apply equally to regulation of government and commerce, as well as to 
existing multilateral instruments promulgated by the OECD, EU, Council of Europe 
and APEC. Without meaningful, proactive enforcement, revised rule-sets, re-
issued standards and new protocols will be neither observed nor credible. 

4. Privacy and data protection breaches and violations encompass harms well 
beyond loss of personal data. Industry attempts to limit discussions on treatment 
of information and systems safeguards gravely minimize the damages accruing to 
individuals and communities. Personal autonomy, basic personal dignity, freedom 
of conscience and the inalienable right of individual self-determination (meaningful 
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choice) are actively eroded by poor data practices, uneven enforcement, legal 
exceptionalism, regulatory capture or constant delay of reform efforts. 

5. Governments need to be reminded of privacy and data protection and their 
centrality to the underpinnings of democracy. Privacy and data protection are 
not a social nicety, urbane novelty, or quaint observation of polite society. On the 
contrary, they are a bedrock of electoral fairness (e.g. the secret ballot), private 
communications (e.g. warrant requirements), and due process (e.g. right to 
access, review and seek correction of government information holdings).  

6. Lawmakers, elected officials, members of the judiciary and appointed 
regulators all have a role in the reform and reinforcement of rights-protecting 
institutions. Fundamental rights are not freedoms we outsource or defer to 
markets and their orientations. That means maximizing the effects of local 
enforcement (e.g. stronger arbiters and better access to redress) while directing 
international cooperation to be a serious priority for government agencies (e.g. 
broadening OECD, Convention 108+ and GDPR efforts).  

 
Strengthening data protection, privacy, and human rights in tandem will require both 
a sustained commitment of tangible means, as well as clarity about our intended 
ends. As noted throughout this report, all indicators show that privacy, human 
dignity, essential liberty and free expression will otherwise continue to erode without 
immediate coordination. The alternative – continued fragmentation of reform efforts, 
localized and sporadic efforts at regulation, and uneven, protracted forays into online 
enforcement – only reinforce the status quo of self-regulation both in commercial and 
governmental sectors. 
 
To be clear, the options presented in this report are not mutually exclusive but 
complementary. For example, while prioritizing instruments like Convention 108 and 
108+ presents an expedient avenue for improvement, calls for other international 
actions (e.g. at the United Nations level) should continue as well. It is possible to 
imagine dual pathways to further enhance and secure the recognition and protection 
of the rights to privacy and data protection. One path draws upon existing 
constitutional provisions, including rights to autonomy, liberty, personality and 
dignity, to recognise a right to privacy and data protection in the domestic legal order 
of a state. In the absence of explicit privacy or data protection provisions, a number 
of states, including Germany and India, have taken this avenue already. The 
resulting impact has been powerful.  
 
A second, potentially cumulative, path is to encourage convergence around an 
existing global rights-based instrument. The prime candidate here is Convention 
108+. This Convention has been updated to align with the most recent generation of 
data protection laws; in substance, it is a robust, rights-based instrument yet its 
provisions are not prescriptive, leaving some margin for manoeuvre in different legal 
and cultural contexts; and, there is a clear process for accession by non-Council of 
Europe States.  
 
By following this approach, and maximising the potential of existing legal instruments 
for privacy protection, a more effective, rights-based approach remains within reach.  
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Annex: Autonomy bound – self-interest, economic dependence, social 
relationships and obligations  

 
1. Existential self-interest 
 
Existential self-interest constraints arguably represent the strongest limits to our 
individual autonomy. We will often willingly consent to the use of our data, where this 
is a precondition for receiving specific medical treatments or where ongoing data 
collection is part of the way an innovative medical device, say, a cochlear implant or 
a pace-maker works. Withholding consent to the processing of our data, where doing 
so would actually endanger our health or even life, or the health or the life of others, 
may seem, at first look, self-defeating and thus not be viewed by the individual as 
much of a constraint at all. However, this assumes that the effective deployment of 
individual or public health measures is in fact conditional on the processing of 
identifiable personal data and cannot be achieved in another way. 
 
While this may be true in some cases, in others it may be perfectly sufficient to 
collect data in anonymised form. Consequently, an effective right to data protection 
would protect individual autonomy by placing the onus on innovators to develop new 
technologies in compliance with established data protection principles like data 
minimisation, purpose limitation and storage limitation.  
 
2. Economic constraints 
 
Economic constraints that influence our choices mostly derive from our relative 
bargaining power when interacting with other commercial actors. In this context, our 
own relative power is determined, among other things by our wealth, knowledge, 
skill, and ability. In practice, this includes the things we cannot do, do not know how 
to do or cannot afford to do.  
 
Economic constraints can often be observed in contexts, where an individual is in a 
situation of economic dependency or subordination or where they are willing to make 
privacy trade-offs in exchange for goods or services. The relationship between an 
employee and their employer or between a benefits recipient and the public authority 
providing those benefits are examples for the former context, where it will be almost 
impossible for the individual to refuse a request for the disclosure of their personal 
data without running the risk of incurring considerable financial detriment. The trade-
offs between providers and users of “free” social media services fall into the second 
category. Users have become accustomed to “paying with their data” not just 
because they enjoy receiving services without the need to provide monetary 
compensation but also because a significant number of users would not be able to 
afford to use all of those services, were they provided on a cost basis. The use of 
data as a form of payment thus conceals a more fundamental concern that arises 
from our data and ad-funded digital economy, namely the fact that monetary 
compensation would bring the economic inequality, which arguably is a feature not a 
bug of the prevailing capitalist political economy, into sharp relief.  
 
Economic constraints can further be observed in other contexts, particularly where 
an individual is in a situation of economic dependency or subordination. This 
includes, most notably, the relationship between employer and employee, but it can 



      

      53 

also be apparent in other relationships. For example, in our technology and data-
based world, individuals that are financially reliant on state benefits – the low-paid, 
unemployed, and people living with a disability – are often required to provide an 
exceptionally large amount of personal data about their personal circumstances, 
education, health etc. before a decision about the payment of such benefits is made.  
 
Individuals will inevitably part with their data in those circumstances, given that a 
refusal to share is literally likely to see them penniless. The things we can buy with 
money include those that fulfil the most fundamental needs in Maslow’s hierarchy of 
needs, such as food and shelter. In the mind of the average individual, such 
physiological and safety needs are always likely to outweigh higher-level needs like 
self-actualisation, including the ability to exercise control over our personal data. 
However, to argue that the individual exercises their autonomy in those 
circumstances would likely ignore completely the power imbalance as well the sheer 
economic need that will influence individuals’ decision in those circumstances. 
Instead, pre-existing political and economic power imbalances are likely to serve as 
an efficient constraint on the exercise of individual autonomy in the data economy. 
 
As before, the right to data protection may help to address these imbalances and 
restore a sense of true autonomy to the individual by imposing restrictions on 
particular data uses proposed by specific controllers. While any such restriction 
would inevitably also limit – on the face of it – the individual’s autonomy to make a 
bad bargain, in some cases a constraint on autonomy may be required precisely to 
preserve autonomy. 
 
3. Social/collective constraints 
 
Finally, our individual decisions are also influenced by social and collective 
constraint, namely the things we will do or not do to fulfil our social obligations. A 
highly current example for this kind of constraint is our willingness to allow our data 
to be used in the public interest, for example in response to appeals for “data 
donation” for public health purposes.  
 
While existential self-interest plays a role in persuading an individual to participate in 
such public health measures, there are also increasing “social” pressure on 
individuals to participate. This acts as a further constraint on individuals’ autonomy 
when deciding whether or not disclose their data for those purposes. Social and 
collective restraints make it difficult for people to refuse their consent, and thus truly 
exercise autonomy, even if they are concerned about a lack of trust or the possibility 
that their data, once shared, might subsequently be used for unrelated purposes. 
 
Data protection law that is rooted in the notion of individual autonomy might be able 
to address some of those concerns through restraints on non-essential data uses 
and the requirement for effective safeguards. As before, transparency, data 
minimisation, purpose limitation and a limit on the length of time for which data may 
be stored could help instil the trust individuals require to participate in altruistic or 
social value data processing schemes without fear of courting future harms for 
themselves by doing so.  
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At the same time, the tension between individual and collective interests in this 
particular scenario also highlights the fact that it may be time to rethink the 
individualism that has traditionally informed the concept of fundamental rights in 
Western liberal democracies. As the German Constitutional Court pointed out in its 
Census decision, individuals’ actions (or inactions) have the potential to affect not 
just themselves but the rights and interests of others and of the community of which 
they are a member. That being so, we should also consider whether the rights to 
privacy/data protection should be viewed as a purely individual or as collective or 
communitarian rights.  
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Substantive additions following GPA Reference Panel review 
 
p.4 – reference to advocacy for “privacy accountability” (within organizations) as 
distinct from rights-based regimes (focused on individual redress and remedies) 
p. 7 – reference to other models of regulation and views from the tech industry on 
organizational responsibilities  
p. 9 – added elaboration on the importance of explicit codification of privacy rights, 
esp. given opacity of data practices and complexity of new technologies 
p. 11 – added reference to historical notions of communal privacy  
p. 12- added caveat around historical / social construction of privacy discourse 
p. 13 – added reference to privacy-related work and instruments from UN bodies + 
reordered section on privacy rights at the national level 
p. 18-19 – added description of “rights-based” regime 
p. 20 – added reference to vertical / horizontal, positive / negative rights 
p. 21- added description of international human rights law (namely, that these rights 
are both inter-related and inter-dependent) 
p. 21 – added explicit reference to contributions of Gavison and Zuboff in discussion 
of privacy and “self-determination” 
p. 22 - added example of how the UN establishes a right to be “fundamental” (using 
example of rights of persons with disabilities)  
p. 25 – added reference to concept of informational asymmetry, in discussion of 
privacy and human dignity 
p. 26 – added reference to opaque collection and use of data, in particular around 
electoral process 
p. 28-29 – added reference to regional divergences in data governance  
p. 30 – added reference to indigenous conceptions of privacy and importance of 
consultation  
p. 31 – added reference to privacy as protection for both dignity of the person and 
principle of self-determination 
p. 37 – expanded discussion of UDHR and contextual framing of rights 
p. 42 - 44 – expanded link between privacy risks and discriminatory practices 
p. 50 – added reference to DPAs potential work with UN bodies engaged on privacy 
issues 
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