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An ethical approach to the 
adoption of disruptive tech-
nologies involves a design that 
seeks to consider the needs, 
values, and experiences of hu-
man beings from the early 
stages of development.

When we talk about ethical 
principles in adopting emerg-
ing and disruptive technolo-
gies, we must consider certain 
fundamental principles, such 
as justice, which means ensu- 
ring that they benefit every-
one, avoiding inequality and 
discrimination. Individual au-
tonomy must be considered to 
respect freedom and people’s 
capacity, allowing them to have 
control and decision-making 
power as users. It should do no 
harm, avoiding negative con-
sequences and mitigate risks 
and dangers, and should be  
oriented towards the well-being 
and benefit of individuals and 
society.

Different technologies pose dif-
ferent ethical challenges. Artifi-
cial Intelligence is an example 
of this; for instance, Amazon 
and its algorithm for employ-
ment purposes, how can we 
ensure that the algorithm does 
not perpetuate unfair biases?

In cases like this, it is important 
to design transparent, explain-
able, and fair AI algorithms, and 
we must consider the human 
element and accountability to 
avoid completely delegating 
decisions that have ethical im-
plications to machines.

An ethical application of emerg-
ing and disruptive technologies 

requires close collaboration 
among various stakeholders in-
volved, from developers to po-
litical actors such as lawmakers 
and regulators. It is important 
to promote spaces for discus-
sion and mechanisms for pub-
lic participation that enable  
inclusion and decision-making.

However, ethical development 
and implementation of dis-
ruptive technologies is not 
enough without the work of 
regulators. How should govern-
ments respond to these tech-
nologies capable of triggering 
such rapid changes in our 
economies and societies?

It is of the utmost importance 
for us as Data Protection Au-
thorities to understand the 
uncertainties and challenges 
that these technologies pose in 
terms of the social and econom-
ic relationships of our societies, 
and above all, their impact on 
the validity of the human rights 
we safeguard.

Therefore, to address the chal-
lenges posed by disruptive 
technologies, we need to apply 
a variety of policy tools to es-
tablish policy objectives, gover-
nance relationships, and norms 
within the sector.

Regulating disruptive emerg-
ing technologies emphasizes 
the need for regulatory frame-
works that not only provide eff-
ective corrections to evident 
problems but also have anti-
cipatory capacities that enable 
governments to identify and 
react appropriately to new cha-
llenges. 
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In the digital era, data transfer 
poses significant challenges in 
terms of cybersecurity and per-
sonal data protection. The glo-
bal interconnectivity between 
Latin America and Europe and 
the widespread use of cloud 
services have led to an increase 
in cross-border data transfers. 
In this article, we will delve into 
the importance of cybersecuri-
ty in data transfer, focusing on 
the specific challenges organi-
zations face when transferring 
data between countries in Latin 
America and Europe and when 
using popular cloud platforms. 
Additionally, we will examine 
best practices and key mea-
sures that organizations must 
take to ensure data security in 
this ever-evolving digital envi-
ronment.

The legal framework and regula-
tions in data transfer are funda-
mental to understanding how 
to protect information. Both 
in Latin America and Europe, 
there is a trend towards harmo-
nizing data protection regula-
tions, raising the bar in terms of 
security and privacy. The Euro-
pean Union’s General Data Pro-
tection Regulation (GDPR) has 
set a global standard for data 
protection, and many countries 
are following suit by updating 
their data protection laws. In 
Latin America, several countries 
have enacted new laws or are in 
the process of doing so, reflect-
ing a greater emphasis on the 
protection of personal data and 
privacy. This regional regulatory 
harmonization aims to ensure 
an adequate level of security 
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and privacy for citizens and organizations, thus strengthening data 
protection in cross-border transfers.

Data transfer entails various risks and challenges in terms of cy-
bersecurity. Common threats include unauthorized access, infor-
mation theft, malware, and cyber-attacks. Additionally, the use of 
cloud services introduces potential vulnerabilities in data security. It 
is crucial for organizations to understand these risks and take pro-
active measures to mitigate them. This involves implementing ro-
bust security measures such as end-to-end encryption, multi-factor 
authentication, and constant threat monitoring. Clear security poli-
cies must also be established, and staff should be trained in proper 
security practices.

There are several best practices that organizations can follow to 
ensure cybersecurity in data transfer. Firstly, conducting a tho-
rough assessment of cloud service providers before using them is 
recommended. This involves reviewing their security policies and 
practices, as well as their compliance with applicable regulations. 
Additionally, establishing access and privilege policies and regularly 
backing up data are essential. Adequate access controls should also 
be put in place, and staff should be trained in good security practices, 
such as using strong passwords and detecting phishing emails.
International cooperation is crucial in data protection and cyber-
security. Countries and organizations must work together to share 
information on threats and best practices, as well as cooperate in 
investigations and incident response. Moreover, there are interna-
tional security standards, such as the ISO 27001, that provide a ro-
bust framework for cybersecurity management. Adopting these 
standards helps ensure that organizations comply with globally 
recognized security practices and strengthen their cybersecurity 
posture.

In the current landscape, data protection has reached a state of 
global maturity. Data breaches and growing privacy concerns have 
driven a significant shift in how data protection is perceived and 
managed. Organizations can no longer afford to ignore the impor-
tance of cybersecurity and regulatory compliance. Non-compli-
ance can have serious consequences, including significant fines, 
reputational damage, and loss of customer trust. Furthermore, in 
an increasingly connected world, non-compliance with regulations 
in one country can have cross-border implications and hinder data 
transfer with other organizations and jurisdictions.

By understanding the legal framework, risks and challenges, and 
best practices in data transfer, organizations can ensure data secu-
rity and strengthen the trust of their users in a global environment. 
The current level of maturity in data protection makes regulatory 
compliance an imperative. Organizations must recognize the im-
portance of protecting personal and business data and take pro-
active measures to ensure compliance and strengthen their cyber-
security posture. Compliance with regulations is not only essential 
to remain competitive in a connected world where trust and data 
privacy are vital.
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Forecasts predict that by 2026 a quarter of the population will 
spend at least an hour a day in the metaverse or virtual or aug-
mented environments1. This projection requires the consideration 
of several challenges and opportunities that will influence the 
design of the metaverse. Business leaders, CEOs, project manag-
ers, and DEI managers have a strong need to get inspired by new 
questions, concepts, and findings from scientific research. 

As the world becomes increasingly digital, personalized advertising 
has become ubiquitous. One type of personalized advertising that 
has gained traction in recent times is Bespoke Behavioural 
Advertising (BBA). BBA is an approach and terminology deve-
loped at the University of Cambridge that utilizes behavioral and 
biological data to customize advertising and content in digital 
immersive environments, such as virtual and augmented reality2.

1

2 

Gartner, 2022. Gartner predicts 25% of people will spend at least one hour per 
day in the Metaverse by 2026. https://www.gartner.com/en/newsroom/press-
releases/2022-02-07-gartner-predicts-25-percent-of-people-will-spend-at-least-one-
hour-per-day-in-the-metaverse-by-2026.

 Zallio M., Clarkson P.J. (2022). Designing the Metaverse: A study on Inclusion, Diversity, 
Equity, Accessibility and Safety for digital immersive environments, Telematics and 
Infor-matics, 2022, 101909, ISSN 0736-5853, https://doi.org/10.1016/
j.tele.2022.101909.
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While BBA has the potential to 
provide a more engaging and 
relevant experience for users, it 
also raises concerns about data 
governance and safety. 

What is Bespoke Behavioural 
Advertising (BBA)?

BBA is a type of personal-
ized advertising that uses 
behavioral and biological 
data to create a unique and 
customized experience for 
users. BBA could support 
businesses to create person-
alized advertisement and 
offer users services and pro-
ducts answering their future 

needs. This type of advertising 
goes beyond traditional de-
mographic targeting and 
instead targets users based 
on their behaviors, interests, 
and even physiological re-
sponses.

The Bespoke Behavioral Ad-
vertising (BBA) strategy pre-
dicts to be more effective 
than what is in place with 
current web cookies. 

For example, if a user is brow-
sing a virtual reality environ-
ment for running shoes, BBA 
technology can analyze their 
behavior and serve them ad-

vertisements for running app-
arel or accessories. This tech-
nology can also track a user’s 
physiological responses, such 
as changes in heart rate or skin 
conductance or eye blinking, to 
determine their emotional re-
sponse to specific content and 
serve them advertisements 
that align with their emotional 
state.

DATA GOVERNANCE AND SAFETY CONCERNS

One of the primary concerns with BBA is data governance. Be-
havioral and biological data are often sensitive and personal, and 
there is a risk that this data can be mishandled or even abused. 
BBA requires the collection and analysis of vast amounts of data, 
and this data must be managed and protected appropriately to 
ensure users’ privacy and security.

Another concern is the potential for BBA to manipulate users’ 
emotions and behaviors. If BBA technology can analyze users’ 
emotional responses to content, there is a risk that it could be 
used to manipulate users’ emotions to sell products or push cer-
tain agendas. This is a particularly significant concern when con-
sidering the potential impact on vulnerable populations, such as 
children or individuals with cognitive impairments.

BBA technology also raises concerns about algorithmic bias. If 
BBA algorithms are based on biased data or assumptions, they 
can perpetuate and even amplify existing societal biases. This can 
lead to discrimination or exclusion based on factors such as race, 
gender, or socioeconomic status.

Lastly, BBA technology has the potential to create addictive behav-
iors. By analyzing users’ behaviors and responses, BBA technology 
can optimize content and advertising to keep users engaged and 
coming back for more. This can lead to addictive behaviors and 
even harm users’ mental health.

JULY  |  2023
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REGULATORY AND ETHICAL 
CONSIDERATIONS

Given these concerns, there is a need for appropriate regula-
tion and ethical considerations when it comes to BBA. In 
the European Union, the General Data Protection Regulation 
(GDPR) has been enacted to protect individuals’ privacy 
and regulate the collection and use of personal data. The 
GDPR requires organizations to obtain explicit consent 
from users before collecting and processing their personal 
data, and it also provides individuals with the right to 
access and control their data.

In addition to regulation, ethical considerations are also 
necessary.

At the Metavethics Institute, a think-tank spun out from 
the University of Cambridge devoted to providing orga-
nizations with the right tools to sustainably tackle ethi-
cal and integrity challenges affecting digital, virtual, and 
immersive environments3, studies on the effectiveness 
and ethical and integrity implications on using Bespoke 
Behavioral Advertising (BBA) advertising in virtual, aug-
mented or mixed reality environments are carried on.

First discoveries shine the light on the aspect that to 
guarantee a human-centric Bespoke Behavioral Advertising 
(BBA) strategy there is a need to further create a univer-
sally agreed code of conduct helping to manage privacy, 
ethics and integrity across different virtual and immersive 
environments and raise awareness across the community 
by persuading businesses to develop informative tools 
based on shared principles. 

3 Zallio, M., Clarkson, P. J.  (2023). Metavethics: Ethical, integrity and so-
cial implications of the metaverse. In: Tareq Ahram, Waldemar Karwows-
ki, Pepetto Di Bucchianico, Redha Taiar, Luca Casarotto and Pietro Costa 
(eds) Intelligent Human Systems Integration (IHSI 2023): Integrating Peo-
ple and Intelligent Systems. AHFE (2023) International Conference. AHFE 
Open Access, vol 69. AHFE International, USA. http://doi.org/http://doi.
org/10.54941/ahfe1002891

CONCLUSION

To address these concerns, it 
is essential to establish strong 
data governance frameworks 
that protect user privacy and se-
curity. This includes implement-
ing robust data protection mea-
sures, such as encryption, access 
controls, and data minimization 
strategies, as well as establish-
ing clear guidelines and policies 
around the collection, use, and 
sharing of personal data.

It is also important to ensure 
that BBA is conducted in an eth-
ical and transparent manner. 
This means providing users with 
clear information about how 
their data is being used and gi-
ving them the ability to opt-out 
of personalized advertising and 
content. Advertisers and con-
tent creators should also be re-
quired to adhere to strict ethical 
standards, such as those out-
lined in the General Data Pro-
tection Regulation (GDPR) and 
other privacy laws such as the 
California Privacy Protection Act 
(CPPA)4.

In conclusion, while BBA has the 
potential to provide a more en-
gaging and relevant experience 
for users, it also raises concerns 
about data governance and 
safety. Behavioral and biological 
data are sensitive and personal, 
and there is a risk that they can 
be mishandled or abused. BBA 
technology also raises concerns 
about algorithmic bias, emo-
tional manipulation, and the po-
tential for addictive behaviors.

4 Zallio, M., & Clarkson, P. (2022). Inclu-
sive Metaverse. How businesses can 
maximize opportunities to deliver an 
accessible, inclusive, safe Metaverse 
that guarantees equity and diversi-
ty. Apollo - University of Cambridge
Repository. https://doi.org/10.17863/
CAM.82281
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Given these concerns, at the 
Metavethics Institute we are 
eager to partner with organi-
zations to support with assess-
ment strategies of the ethical 
and integrity appropriateness 
of their advertisement and con-
tent development strategies.

IT’S TIME TO START 
INTERNATIONAL 
DIALOGUES 
ON ARTIFICIAL 
INTELLIGENCE

CHAIRPERSON HAKSOO KO | PERSONAL INFORMATION 
PROTECTION COMMISSION, SOUTH KOREA 

ChatGPT arguably is the big-
gest buzzword in the technolo-
gy sector right now. Since it was 
released for public access in late 
2022, the large language model 
(LLM) trained by OpenAI has 
sparked keen interests as well 
as heated debates about arti-
ficial intelligence (AI) around 
the world. While certain share 
of the talks, frequently about 
generative AI such as ChatGPT, 
emphasize the benefits that 
AI is bringing to our daily lives, 
some observers argue that we 
need to pay close attention to 
the harm that AI could present to 
society. Concerns being raised 
include the risks that AI could 
pose to data privacy. 

Already a number of jurisdic-
tions have started responding 
to the concerns and, in some 
jurisdictions, discussions are 
under way for more concrete 
legislative measures. For in-
stance, in the EU, the draft Ar-
tificial Intelligence Act, which 

was initially proposed in 2021, 
is currently going through 
legislative discussions. Some 
other jurisdictions, including 
South Korea, are also known 
to be taking steps toward po-
ssible oversight of AI. Still more 
discussions could take place to 
craft not just hard law but also 
soft law, in an effort to provide 
suitable guardrails to protect 
data subjects’ rights. 

There are competing views re-
garding the future prospects 
of technological developments 
surrounding AI. Those at one 
end of the spectrum argue that 
sophisticated AI systems could 
evolve to become a serious 
threat to humanity and that, 
as such, an immediate global 
regulatory response is warrant-
ed. While doomsday scenarios 
serve a clear purpose of sound-
ing an alarm, however, it is not 
clear yet if there is sufficient 
scientific evidence to make an 
informed assessment about 

these scenarios. Regardless, it 
appears that certain types of 
risks, in particular related to 
data privacy, are increasingly 
becoming more apparent. 

AI models are not without their 
flaws, and many rightly worry 
about their impact on society. 
One unmistakable character-
istic of generative AI is that its 
output is plausible but often 
untrue. AI models may also fa-
cilitate social bias and discrimi-
nation, and they may be used as 
a tool for creating and spread-
ing misinformation or disinfor-
mation. Lack of transparency is 
another key issue. Profiling, or 
the processing of various per-
sonal information to make gen-
eralizations about individual or 
group attributes, is also a con-
cern. This can be coupled with 
automated decision-making 
by AI that may produce biased 
or incorrect results, and we are 
facing challenges in making 
the concept of explainability 

JULY  |  2023



JULY  |  2023

practicable. AI may also cause 
trouble by illegitimately exposing 
personal data if the data used 
in building the model is not 
adequately de-identified or 
anonymized. All these possi-
bilities raise difficult questions 
regarding the way we process 
personal data in the age of AI.  

These questions could eventu-
ally require revisiting and re-
interpreting some of the fun-
damental principles of data 
privacy such as purpose speci-
fication and purpose limitation. 
Answering these questions is a 
daunting challenge and, in or-
der to tackle the challenge, in-
puts from various stakeholders 
would be needed. Importantly, 
now that AI technologies are 
constantly evolving, a flexible 
and inquisitive attitude would 
need to be maintained in con-
sidering a response to the cha-
llenge. We propose the follow-
ing perspectives, which could 
be considered in formulating a 
contour of future discussions.  

First, we should carefully ex-
amine the essence of AI and its 
role in the social context. What 

are the workings of AI and how 
does it affect our society as a 
whole? What kind of influence 
can it have on individual data 
subjects? A systematic under-
standing of AI’s impact on a 
broad social context should 
precede any attempt at review-
ing and revisiting existing data 
privacy principles. 

To narrow it down a bit, we 
could look into the role of per-
sonal data in AI model building 
and servicing. From the collec-
tion of data and use of training 
datasets to the deployment 
of the service, where and how 
does personal data fit into each 
of the stages? Is the data ano-
nymized, pseudonymized, or 
otherwise transformed in any 
substantive manner in any of 
the development or deploy-
ment stages and, if so, what are 
the specifics? Only after being 
equipped with detailed under-
standing of this, could we eval-
uate the risk of Al unjustifiably 
exposing personal data or pro-
jecting distorted identities. 

Second, we need to take into 
account the fast-changing 

nature of AI technologies. Ad-
vancements continue to take 
place at a breakneck speed 
and, once developed, AI-powered 
services are now released al-
most simultaneously in many 
parts of the world. Under these 
circumstances, an isolated and 
fragmented enforcement effort 
may not be very effective in 
addressing relevant risks. In-
stead, interoperable and har-
monized responses among 
data protection authorities may 
be needed.

Third, efforts to create global 
standards and norms should 
not result in undue chilling effects 
on innovations. Rather, the 
framework for governing AI 
data should be shaped in a way 
that it encourages intriguing 
new experiments and innova-
tions, while providing sufficient 
safeguards for data subjects.

Along with technological and 
social changes that AI is bring-
ing to us, a daunting challenge 
is in front of us. It is time to 
start international dialogues in  
earnest. 
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Last week was a convoluted-
week for privacy defense in the 
United States (US) as the Amer-
ican magazine Wired published 
two nerve-wracking stories. In 
the first, it exposed that cer-
tain US prisons were using new 
systems to track inmates down 
to their heart rates (Burgess, 
2023), and in the second, it re-
vealed that the US Government 
has been gathering troves of 
citizens’ private informationfor 
over a year (Cameron, 2023). 
Unfortunately, the US is by no 
means the only country with 
such cases. As tech develop-
ment and adoption continues 
without sufficient ethical and 
regulatory guardrails, these 
scenarios are destined to be-
come regular occurences, 
typically impacting vulnerable 
groups the hardest. These sto-
ries should cause us to pause 
and reconsider what future 
we are enabling. As the global 
ecosystem moves towards up-
dated or new privacy regula-
tions, including the European 
Union’s General Data Protec-
tion Regulation (GDPR), hailed 
as the golden standard for data 
privacy, new and intricate legal 
concerns are emerging based 
on recent tech developments 
such as the Metaverse, which 
has expert organizations won-
dering if privacy can still exist in 
such a world (Rosenberg, 2023). 

ETHICS, OPPORTUNITIES, 
AND CHALLENGES OF 
IMMERSIVE AND EMERGING 
TECHNOLOGIES

Questions about the Metaverse, 
a hypothetical network of in-
teroperable immersive virtual 
worlds powered by Augment-
ed Reality (AR) and Virtual Re-
ality (RV), really boil down to 
the latter two technologies 
and their enabling hardwares, 
given the Metaverse is still be-
ing collectively developed. AR 
refers to the use of digital me-
diums (from phones to tablets 
or headsets) to superimpose 
digital content on the physical 
world. In turn, VR refers to the 
use of digital mediums (head-
sets) to visually users into a vir-
tual world. These technologies 
rely on a multitude of sensors 
to gather extensive and diverse 
data sets, and then use algo-
rithms and automated systems 
to bring immersive worlds to 
life. The extensive data collec-
tion required for the functional-
ity of these spaces is a leading 
concern for privacy defenders, 
as it may include intrusive in-
formation about users’ facial 
characteristics, vocal attributes, 
eye movements, and ambient 
information pertaining to their 
surroundings, be it their home 
or office. The emergence of 
technologies such as electro-
encephalogram (EEG) sensors 
even makes it possible to de-
tect user’s unique brain activity 
through the scalp (Rosenberg, 
2023). 
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Without the appropriate safe-
guards, this data could poten-
tially be exploited to manipulate 
users, engage in discriminatory 
practices, and make unfavor-
able decisions affecting both 
users and individuals in prox-
imity (Future of Privacy Forum, 
n.D.). These concerns have not 
gone unnoticed: a recent sur-
vey on the Metaverse found 
that 50% of consumers are 
worried about user identity i-
ssues, 47% are concerned about 
forced surveillance, and 45% 
are considering the potential 
abuse of personal information 
(O’Neill, 2022). 

Regarding user identity, the 
concern relates to the possi-
bility of tracing virtual life ac-
tivities and identities back to 
real individuals. Although users 
may generate avatars without 
disclosing personal informa-
tion, complete anonymity is 
not a given. Information about 
their real-world identity could 
be inferred from behavior-
al or knowledge-based clues. 
This was the subject of an ex-
periment by the University of 
Berkeley, which showed that 
the basic elements required for 
immersion (a headset and two 
hand controllers) gather su-
fficient simple motion data to 
uniquely identify a user in only 
100 seconds with 94% accura-

cy. Moreover, this motion data can enable accurate identity de-
ductions by integrating motion-based data with other commonly 
monitored data in virtual and augmented environments. While 
certain measures can be introduced to increase privacy, it would 
negatively affect the precision of physical motions, and thus users’ 
experiences (Rosenberg, 2023). 

The question of surveillance arises when one’s privacy might rep-
resent a safety threat for other users, facilitating undetected ha-
rassment and discrimination, particularly pervasive among groups 
like women, PoC, LGBTQ+, and minors. According to online watch-
dogs, reports of women being sexually assaulted and harassed 
in the virtual reality worlds are increasing. The same can be said 
for other minority groups such as LGBTQ+ and BIPoC (SumOfUs, 
2022), all challenges that have been occurring on social media 
platforms for well over a decade. While existing remedial mech-
anisms are far from satisfying (for example, there is widespread 
failure to take action against users who violate platforms guide-
lines), effective preventative mechanisms have been challenging 
to conceptualize. So far, the leading development in response to 
physical attacks is the personal boundary system, which keeps un-
authorized users at a four-feet distance. It does not, however, cover 
other types of harassment.

The third biggest question surrounding privacy in immersive 
worlds is the potential misuse or abuse of personal information. 
Two challenges come together here, the first relating to the in-
herent vulnerabilities associated with transferring data between 
different immersive worlds, which could lead to data breaches 
and scams. It will be vital for platform operators and owners to 
agree on information security compliance, among other agree-
ments that need to be reached (Wingarten & Artzt, 2022). The sec-
ond challenge refers to the possibility to enter immersive environ-
ments from any location, which poses questions with regard to 
the limited jurisdiction of data privacy regulations. The same data 
and individual may fall under the jurisdiction of multiple privacy 
regimes simultaneously; yet, the field of privacy law has not fully 
adapted to the complexities of state and international boundaries, 
and it will likely take years before a consensus is reached (Weing-
arden & Artzt, 2022).
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The challenges ahead are nu-
merous and complex, and 
more than ever, stakeholders 
from all sectors must come to-
gether to explore and devise 
solutions to make the most 
of the profound socio-eco-
nomic opportunities at stake, 
driven by these technologies. 
Research by Analysis Group 
suggests that, considering ini-
tial adoption of the Metaverse 
in 2022, it may contribute up to 
$3.1 billion USD to global GDP in 
20311 (Christensen & Robinson, 
2022). Experts that participated 
in a series of roundtables on 
the Metaverse organized by C 
Minds’ Eon Resilience Lab and 
Meta in 2021 argued that it pre-
sented a unique opportunity to 
reduce inequality gaps, if done 
responsibly, supporting key pri-
orities around the world such 
as health, education, and ur-
banism, to mention a few (Del 
Pozo & Rojas Arroyo, 2023). Use 
cases in these fields, as well as 
others such as female entre-
preneurship and culture, for 
instance, are already showing 
how immersive technologies 
might improve people’s lives 
when adopting ethical princi-
ples and a human rights a
pproach in their design and im-
plementation. 

Unlocking these benefits in 
an inclusive and democratized 
way depends greatly on how 
proactive and intentional virtu-
al world operators and owners, 
governments and other stake-
holders across the world will 
be with regard to the develop-
ment of responsible immersive 
worlds. Operators and owners 
should boost efforts for efficient 
collaboration mechanisms with 
users to co-design tools for ex-
periences that are safe and mit-
igate human rights breaches. 

1  Measured in 2015 U.S. dollars

In turn, governments may need 
to pass new laws or update 
guidance on existing statuses, 
as stated by the Future of Pri-
vacy Forum’s Senior Vice Pres-
ident of Policy (Uberti, 2022). 
Just as GDPR-like regulations 
were a necessary update to 
1998’s first data protection laws, 
another one may be needed 
sooner rather than later. These 
new regulatory developments 
should be carried out in inno-
vative and collaborative ways; 
public policy prototypes could 
become increasingly popular 
tools to face the growing com-
plexities of tech regulation. 
Moreover, stakeholders such as 
civil society and academia have 
the opportunity to advocate for 
ethical approaches through the 
development of standards and 
other efforts such as enabling 
education programs for people 
to understand both opportuni-
ties and risks.

While there is still a long road 
ahead, certain initiatives by 
nonprofit organizations stand 
out for their focus on inclusivi-
ty. In Latin America, a regional 
reflections series was put to-
gether for the public, working 
with over 40 local experts from 
13 countries to explain what the 
Metaverse is, means, and might 
become in the region. In Cana-
da, individuals that identify as 
First Nation are being offered 

free training to become de-
velopers and create solutions 
that respond to the needs of 
their communities, based on 
immersive tecnologies. In New 
Zealand, this technology is be-
ing used to preserve ancestral 
knowledge and culture, and 
support the economic self-de-
termination of First Nation 
communities. In Nigeria, im-
mersive technologies are being 
used to help create more em-
pathy between individuals and 
communities. These are just a 
few examples of exiting initia-
tives across the globe. 

Nearly 40 years after the inven-
tion of the Internet, the spark 
that created the base for to-
day’s far-reaching digital tech-
nologies, the world is a better 
place than it has ever been. 
Overall, that is. A more granular 
look will show that inequality 
is also at an all-time high. Hu-
manity has learned, or so one 
should hope, that technology 
development is not automati-
cally synonymous with the de-
mocratization of benefits. The 
promise of technology cannot 
end with the very few. What if 
this time we changed our 
approach? What if we made in-
clusivity, privacy and safety an 
intentional part of the design 
and development of these new 
immersive technologies?
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In recent years, the speed at which the digital and technological 
transformation is taking place has intensified. Furthermore, the 
COVID pandemic served as an additional catalyzer to this already 
accelerated phenomenon. 

Today, the digital transformation is embedded in almost every ac-
tivity and interaction taking place in our societies. Our increasingly 
digitalized world provides us with additional tools to facilitate the 
way we relate in the different spheres of humanity. It affects the 
way we communicate, we learn, we do business, we access pri-
vate and public services and products, we analyze and even how 
we design and implement public policies. These tools have an 
immense potential to bring great benefits and efficiencies to our 
societies and economies.

The digital transformation is also accompanied by risks and chal-
lenges. The capacity of countries to absorb, adapt and react to an 
increasingly digitalized world is not even. Advanced economies are 
better prepared to fully embrace the positive impacts of the digi-
tal transformation, while in the developing world the adoption of 
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these technologies has exacer-
bated digital and non-digital
inequalities and disparities 
across regions and countries.

According to the Organization 
for Economic Cooperation and 
Development (OECD) the term 
“digital divide” refers to the exi-
sting gap between individuals, 
households, businesses, and 
geographic areas at different 
socio-economic levels with re-
gard to their opportunities to 
access information and com-
munication technologies (ICTs) 
and to the use of the Internet 
for a wide variety of activities1.

Governments have a unique 
opportunity to implement pol-
icies in order to better harness 
and bring the benefits result-
ing from this transformation 
to all. Last December, the key 
outcome of the OECD Digi-
tal Economy Ministerial was 
the “Declaration on a “Trusted, 
Sustainable and Inclusive Digi-
tal Future”. This declaration sets 
out a vision for a human-cen-
tric and rights-oriented digital 
transformation.

In other words, we agree that 
everyone should have the same 
opportunity to access and be- 
nefit from the new digitalized 
world. Indeed, the digital divide 
cannot be understood mere-
ly with an economic efficiency 
rationale. It is critical to address 
the digital transformation with 
a comprehensive human-cen-
tric approach and prioritize 
digital inclusion as the founda-
tion for everyone, including the 
most vulnerable, to participate, 
learn, explore, innovate, and 
benefit from the digital tran-

1 OECD (2001-01-01), “Understand-
ing the Digital Divide”, OECD Digi-
tal Economy Papers, No. 49, OECD 
Publishing, Paris. http://dx.doi. 
org/10.1787/236405667766

sition on equal terms. We can 
only maximize the digital econ-
omy’s benefits if we also reduce 
social inequalities, leaving no 
one behind.

In order to materialize these 
benefits, access to digital and 
technologies has to be univer-
sal, and in order for it to be uni-
versal, the following is needed:

• More and better infrastruc-
ture: countries need to invest
and deploy infrastructure in
order to bring connectivity
even to the most remote ar-
eas. A very important chal-
lenge in the developing 
world and in countries whose
geographical characteristics
make it very difficult to pro-
vide appropriate infrastruc-
ture.

• Higher network capacity and
speed: connectivity is import-
ant but in order to reach and
properly embrace the bene-
fits of digitalization you need
a minimum level of capacity
and speed.

• Affordability: digital access
should be seen as an individual
right and not as a service to
be bought and sold in the
market.

• Skills: people need to have the
relevant skills and education
in order to be able to take ad-
vantage of this new tool.

In the case of Mexico, bridging 
the digital divide, including the 
gender gap will require impor-
tant policy challenges. Accord-
ing to the OECD, internet and 
computer access in Mexico 
are more equal than access to 
education but more unequal 
than access to essential public 
services. In contrast, internet 
and computer access remain 
low compared to other OECD 
countries.

Substantial disparities persist 
in the use of the Internet across 
Mexico. According to the Na-
tional Institute of Statistics and 
Geography of Mexico (INEGI), 
the percentage of households 
with Internet in 2020 varies 
greatly between states. In Mex-
ico City, 80,5% of households 
have Internet, while in Chiapas, 
the figure is only 27.3%2. 

In order to bring connectivity 
and internet to all, but in par-
ticular to the most remote ar-
eas of the country, the Mexican 
government, in 2019, created a 
public company “CFE Teleco-
municaciones e Internet para 
Todos”. It started using the 
electricity network to provide 
free telecommunications ser-
vices and access to information 
and communication technolo-
gies, including broadband and 
the Internet. Now it is expand-
ing the coverage through tele-
communications infrastructure 
with 42,000 access points in 
clinics, public schools, govern-
mental buildings and public 
squares and 24.000KMS of op-
tical fiber. The goal by 2024 is to 
open access to 4.5G mobile net-
works for more than 20 million 
Mexicans located, mainly, in 
communities with fewer than 
5,000 inhabitants.

Technological tools have the 
power of making our societies 
safer, better informed, freer. We 
must not forget that our goal in 
developing these technologies 
is to improve the lives of many 
and especially those who have 
been left behind in the past.

2 In Mexico, there are 84.1 million inter-
net users and 88.2 million of mobile. 
ENDUTIH 2020. (2021, June 22). IN-
EGI. Retrieved May 26, 2023, from 
https://www.inegi.org.mx/
contenidos/saladeprensa/
boletines/2021/OtrTe-mEcon/
ENDUTIH_2020.pdf
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